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ADVANCED TRANSCEIVER DESIGN FOR
CONTINUOUS PHASE MODULATION

This dissertation proposes advanced transceiver designs applying turbo and space-time (ST) concepts to continuous phase modulation (CPM), which is preferred in numerous power- and band-limited communication systems for its constant envelope and spectral efficiency. Despite its highly attractive spectral properties, maximum-likelihood detection of CPM over the frequency-selective multipath fading channels can bring impractical complexity issues because of the intensive search over a single super trellis which combines the effects of the modulation and the multipath channel. Application of the reduced-state trellis search algorithms results in lower complexity but the computational load could still be prohibitively large to obtain high performance in long channel impulse responses. In the dissertation, instead of employing trellis-based combined detection methods, equalization and demodulation functions are separated and novel low-complexity receivers with soft-input soft-output (SISO) time-domain and frequency-domain linear equalizers are proposed for bit-interleaved coded CPM, which attain near-optimal performance by applying turbo processing. In the proposed receivers, the front-end soft-information-aided linear equalizer is followed by a central SISO CPM demodulator and a back-end SISO channel decoder where double turbo processing is employed by performing back-end demodulation/decoding iterations per each equalization iteration to improve the a priori information for the front-end equalizer. Performance for the frequency-domain equalization is further improved by proposing an orthogonal ST block coding scheme for CPM. The proposed technique maintains the constant envelope and the phase continuity of the CPM waveforms perfectly by using appropriate tail symbols and, therefore, has no impact on the spectral efficiency. Depending on the orthogonality of the ST combining, frequency-domain equalization is applied as in the case of single antenna transmissions without
any increase in the computational load. In the dissertation, the receiver complexity is reduced further by transferring all the equalization functions to the transmitter and employing pre-equalization. For precoding the CPM signals on multipath fading channels while maintaining the spectral efficiency, a novel ST pre-equalizer is proposed, limiting the envelope variations and attaining a peak-to-average power ratio that is close to one by using a transmit selection diversity scheme.
ÖZET

SÜREKLİ EVRE KİPLENİMİ İÇİN GELİŞMİŞ
ALICI-VERİCİ TASARIMI

yapmadığından spektral verimlilik aynı korunmuştur. Ayrıca uygulanan ST blok kod ortogonal olduğundan dolayı ahıda herhangi bir yapısal değişikliğe veya işlemSEL artısa neden olmamaktadır. Ahı karmaşıklığının daha da azaltılması amacıyla verici öndenkleştirme uygulanması bir diğer araştırma konusu olarak ele alınmaktadır.

Bu çakışma sonucunda CPM’nin spektral verimliliği korunarak öndenkleştirilmiş için zarf değişintilerini kısıtlayan ve tepeden ortalama güç oranını bire yaklaştıran bir ST öndenkleştirme yöntemi önerilmektedir.
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FER

Frame error rate

FIT

Front-end iteration

i.i.d.

Independent and identically distributed

MAP

Maximum a posteriori probability

me

Modulo operation error

MM

Memoryless modulator

MMSE

Minimum mean-squared error

MSE

Mean-squared error

nSnOEE

Non-symmetric non-orthogonal exponential expansion

PAPR

Peak-to-average power ratio
<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>PDF</td>
<td>Probability density function</td>
</tr>
<tr>
<td>SIC</td>
<td>Soft-interference canceller</td>
</tr>
<tr>
<td>SISO</td>
<td>Soft-input soft-output</td>
</tr>
<tr>
<td>SnOEE</td>
<td>Symmetric non-orthogonal exponential expansion</td>
</tr>
<tr>
<td>SnOEE</td>
<td>Symmetric orthogonal exponential expansion</td>
</tr>
<tr>
<td>TDE</td>
<td>Time-domain equalizer</td>
</tr>
<tr>
<td>TLE</td>
<td>Turbo linear equalizer</td>
</tr>
<tr>
<td>TAE</td>
<td>Turbo \textit{a posteriori} probability equalizer</td>
</tr>
<tr>
<td>TH</td>
<td>Tomlison-Harashima</td>
</tr>
</tbody>
</table>
1. INTRODUCTION

1.1. Background and Motivation

Continuous phase modulation (CPM) is a well-known digital modulation scheme with constant envelope and continuous phase properties yielding high power and spectral efficiency [1, 2]. The phase continuity is maintained by the memory added in the modulation process which makes CPM attain better bandwidth characteristics and error performance compared to the linear constant-envelope modulation schemes such as phase-shift keying (PSK) in the expense of increased detection complexity. Depending on these properties, CPM becomes a popular choice for many communication systems with low peak-to-average power ratio (PAPR) and narrow bandwidth requirements. Among the best-known CPM schemes are the raised cosine with pulse length $L$ (LRC), tamed frequency modulation (TFM), generalized TFM (GTFM), minimum-shift keying (MSK), and Gaussian MSK (GMSK). The last scheme is the modulation technique specified in the Digital Enhanced Cordless Telecommunications (DECT) [3] and Global System for Mobile (GSM) [4] standards and is also used in the 2.5G and 2.75G technologies such as General Packet Radio Service (GPRS) and Enhanced GPRS (EGPRS) [5], respectively.

The modulation operation of CPM, associated with its intrinsic memory, can be represented by a finite-state machine or a trellis diagram. This makes the use of trellis search algorithms possible for the optimal demodulation of the CPM signals. The complexity of the search is determined by the number of trellis states which depends on the value of the modulation index, size of the input alphabet and the order of the modulation memory. In [6], the CPM modulator is decomposed as a continuous phase encoder (CPE) and a memoryless modulator (MM) where the CPE is equivalent to a convolutional encoder. Thus, the cascade of an outer convolutional encoder with an interleaver and the CPE can be viewed as the serial concatenation of two convolutional encoders separated by an interleaver. This makes the application of the iterative joint demodulation and decoding possible at the receiver by the exchange of soft information.
between a soft-input soft-output (SISO) CPM demodulator and a SISO channel decoder [7, 8]. Here, both decoders are implemented by the SISO trellis search algorithms such as the \textit{a posteriori} probability (APP) algorithm which is also known as the Bahl-Cocke-Jelinek-Raviv (BCJR) algorithm [9]. When the CPM signals are subject to multipath fading, the memory effects of both the modulator and the intersymbol interference (ISI) channel are combined in a single super-trellis over which a trellis search is performed for the joint equalization/demodulation [10]. For coded CPM signals, one can then couple this equalizer/demodulator with the back-end channel decoder to implement a turbo-type receiver. However, when the order of the modulation and/or channel memory is high, size of the resulting joint trellis is prohibitively large, making even non-iterative equalization practically unwieldy.

The objective of this dissertation is to design advanced transmitter and receivers for the detection of CPM over multipath fading channels. For this purpose, turbo receivers using time-domain and frequency-domain linear equalizers are proposed to detect the CPM signals with low computational complexity while achieving near-optimal performance. The performance is further improved by devising an orthogonal space-time (ST) block coding scheme which also preserves the constant envelope and the phase continuity properties for CPM. Then, a ST channel precoding scheme is proposed to transfer all the equalization functions to the transmitter and to reduce the complexity of the receiver significantly. During the pre-equalization of the CPM signals, spectral efficiency is maintained by using a transmit selection diversity scheme.

1.2. Literature Review and Research Contributions

Turbo equalization, introduced in [11] as a joint equalization and decoding method for data protected by an error-correcting code, has been shown to be highly effective against the ISI effects of frequency-selective multipath wireless channels. The corresponding turbo receiver iteratively exchanges probabilistic information between the SISO equalizer and decoder, both implemented by the BCJR algorithm. Unfortunately, because the front-end SISO equalizer relies on trellis search techniques, this type of turbo equalization has only been applicable to cases with a few number of
states, which typically occur for narrowband channels. This disadvantage of the so-called maximum \textit{a posteriori} probability (MAP) equalizers has been removed by replacing the trellis-based SISO equalizer with a soft-information aided transversal filter. This time-domain filter used for minimum mean-squared error (MMSE) equalization is equipped with an \textit{a priori} soft interference canceller (SIC) and an APP mapper so that it is capable of processing and generating soft information, as described for binary and $M$-ary linear modulation in [12, 13] and [14, 15], respectively. Despite its suboptimal performance compared to that of a MAP equalizer, such a filter yields a feasible turbo receiver scheme for channels with a long impulse response since it does not encounter the memory requirements and exponentially growing complexity of trellis-based approaches.

The methods above for linear modulations depend on soft information exchange between the equalizer at the front-end and the back-end channel decoder. However, for CPM, the iterations must be performed between the more-complex combined equalizer/demodulator (CED) that is described in Section 1.1 and the back-end channel decoder if optimal equalization/demodulation is considered. In order to circumvent the complexity limitations for CED that emerge from the size of the super-trellis it is associated with, suboptimal reduced-state SISO decoding algorithms have been proposed to yield a less intensive search [16, 17]. However the computational load for such algorithms is still exponentially constrained with the modulation and/or channel memory. An alternative approach to attain lower complexity is to separate the equalization and demodulation operations and assign those to a linear MMSE equalizer and a trellis-based demodulator, respectively. Depending on this architecture, a time-domain decision-feedback equalizer (DFE) followed by a Viterbi decoder has been proposed for CPM in [18]. However, this receiver is not suitable for turbo-equalization since the proposed DFE does not have any SISO capabilities.

**Contribution 1**: Details of the first contribution in this dissertation are as follows.

- A low-complexity turbo receiver is proposed, which consists of a front-end lin-
ear time-domain equalizer (TDE), a central CPM demodulator, and a back-end channel decoder where all three blocks have SISO capabilities.

- The proposed receiver performs double iterations among these blocks for soft-interference cancellation and turbo demodulation/decoding.
- Doubly iterative architecture yields high turbo gain with low complexity.
- Convergence behavior of the proposed receiver is analyzed and its bit-error rate (BER) performance is illustrated.

All the aforementioned linear TDEs compute the MMSE equalizer coefficients by employing cumbersome matrix inversions which may still cause the computational load to be relatively large for channels with long impulse responses. As presented in [19]-[21], performing the same operation in the frequency domain with the aid of a cyclic guard interval renders the equalizer complexity independent of the channel memory and the computation load is reduced further while attaining the same and often better performance. The frequency-domain equalization approach has also been extended for CPM in [22], where the frequency-domain equalizer (FDE) filter is not equipped with any SISO capability and, thus, is not suitable for turbo processing. The advantages of frequency-domain processing and iterative information exchange are combined in [23], where a turbo linear equalizer (TLE) is presented in which a SISO block-form FDE (BFDE) is followed by the SISO CPM demodulator and channel decoder modules. Here, the soft CPM signal information to start the subsequent equalization iterations are computed from the code bit probabilities obtained from the back-end channel decoder. However, this produces long error bursts due to the inherent modulation memory and thus, the CPM signal probabilities are delivered to BFDE module only at certain epochs to break up the error propagation at the expense of obtaining only a slight turbo gain. Moreover, because the proposed FDE operates on blocks of information, it still involves matrix inversions which result in an increased computational cost.

**Contribution 2:** The second contribution of this dissertation can be itemized as below.
A soft-information-aided FDE is proposed for CPM which replaces the TDE in the aforementioned doubly-iterative receiver and also overcomes the disadvantages of the BFDE in [23].

- Better error performance with lower computational complexity is attained compared to both of the methods mentioned above.
- Convergence behavior of the doubly-iterative receiver with the proposed FDE is analyzed and its BER performance is illustrated.
- Performance of the SISO FDE can be improved further by applying an appropriate ST coding scheme at the transmitter.

ST coding combined with CPM is very suitable in terms of bandwidth and power efficiency, as also described in [24]-[29] by assuming single-path fading channels. In all these methods, ST coding is applied to information symbols prior to the CPM modulation to maintain the phase continuity. However, in [24]-[27], complex computations are required for detection because of the intensive search over a single super trellis combining the effects of the ST code and the inherent memory of CPM. Furthermore, in these methods, the phase trellis of CPM is modified and, therefore, the receiver designs are specific to the ST code applied. The layered ST system in [28] results in moderate receiver complexity but it is not applicable to the CPM schemes different from minimum shift keying. In [29], similarity of the ST block-coded CPM to a ST trellis code is exploited to search for good codes whereas decoding over a super trellis results in high computational complexity as mentioned previously. Contrary to the methods mentioned above, the orthogonal ST block code in [30] is applied directly to the CPM waveforms rather than the information symbols. The proposed method is applied in the presence of single-path fading channels and does not impose any increase on the detection complexity. However, although smooth transitions are performed during the guard intervals between the consecutive signal blocks, constant envelope and phase continuity requirements of CPM are not maintained perfectly so that the exact spectral efficiency of CPM cannot be assured. Furthermore, the method above is not applicable in the presence of frequency-selective multipath fading channels.

**Contribution 3**: Details of the third contribution in this dissertation are listed
An orthogonal ST block coding scheme that preserves the spectral efficiency of CPM perfectly is proposed. The proposed method results in significant diversity gain for the frequency-domain equalization of CPM signals by deploying two transmit antennas. For the ST block coding, the scheme in [31] for linear modulations is modified to maintain the bandwidth efficiency of CPM. During interblock transitions and while appending the cyclic prefix, tail symbols are used to keep the signal phase continuous. After the appropriate sampling and the ST combining, the aforementioned doubly-iterative receiver structure is employed as in case of single antenna transmissions. BER performance is illustrated.

Application of linear TDE and FDE methods for CPM results in lower complexity receivers compared to the ones using trellis-based decoders, as previously described. However, employing channel precoding (or pre-equalization) at a base-station transmitter can reduce the complexity further at the mobile receivers with limited resources [32]. A well-known non-linear pre-equalization technique is Tomlinson-Harashima (TH) precoding [33, 34]. TH-type precoding uses modulo-arithmetic operations to maintain the stability of the transmitter, whereas its application to the phase modulated waveforms results in large envelope fluctuations and destroys the spectral efficiency. The dimension partitioning techniques which are proposed for quadrature PSK (QPSK) in [35] and π/4-QPSK in [36] keep the signal amplitude constant and only allow the distortion of the signal phase for pre-equalization. Such techniques divide the whole signal space into non-overlapping square partitions and enlarge the decision regions by generating the replicas of the central partition that defines the corresponding signal constellation. In [36], dimension partitioning is also applied to MSK because it can be represented as offset QPSK with half-sinusoid pulse shaping. However, this type of pre-equalization is not applicable to other CPM schemes in general since they cannot be represented by square signal constellations. The methods in [37] and [38] present frequency-domain pre-equalizers for multipath fading channels. Furthermore, there are combined equal-
izers that consider pre-equalization at the transmitter and post-equalization at the receiver to increase the channel capacity rather than to reduce the receiver complexity, as described in [39] and [40]. However, application of the aforementioned frequency-domain pre-equalization and combined equalization methods to CPM signals results in envelope variations and phase discontinuities which disrupt the spectral efficiency. The CPM precoders in [41]-[45] yield good spectral properties but these methods aim to equalize the inherent ISI that results from the modulation memory rather than to mitigate the interfering effects of the multipath fading channels.

**Contribution 4:** Details of the final contribution in this dissertation are as follows.

- For precoding the CPM signals on multipath channels while maintaining the spectral efficiency, a ST pre-equalizer is proposed.
- The pre-equalizer limits the envelope variations and attains a PAPR that is close to one by using a transmit selection diversity scheme.
- One of the antennas is chosen to transmit the actual CPM signal and the rest of the antennas transmit bandwidth-efficient CPM-like signals for the ISI cancellation.
- An upper bound on the error performance is derived and the relationship between the number of antennas and the spectral efficiency is analyzed.
- Power spectra for the precoded signals and the BER performance are illustrated.

### 1.3. Outline of Thesis

This dissertation aims to propose advanced transmitter and receiver designs for CPM over multipath fading channels to achieve low detection complexity while attaining good performance by applying turbo and ST methods. The dissertation outline is as follows.

In the present chapter, background and motivation, literature review together with the research contributions, and the outline of the dissertation are presented.
In Chapter 2, the preliminary information to be used in the rest of the dissertation is given, which are the signal model and the SISO trellis search methods together with the convergence analysis for the turbo receivers.

In Chapter 3, a soft-information-aided TDE is proposed, which is deployed in a doubly-iterative receiver structure for the low-complexity turbo equalization of coded CPM with high performance. After presenting the doubly-iterative architecture coupling the central CPM demodulator with both the front-end TDE and the back-end channel decoder, the derivation of the MMSE coefficients for the TDE filter is described. The proposed method is shown to result in less computational complexity compared to the turbo receiver employing a CED together with a channel decoder. The convergence behavior of the proposed receiver is determined by using extrinsic information transfer (EXIT) chart analysis which is proposed as a semi-analytical tool in [46] for turbo receivers that consist of two decoders. Because the doubly-iterative receiver has three SISO modules, a three dimensional graph as in [47] is illustrated to observe the convergence behavior between the CPM demodulator and the back-end channel decoder while the \textit{a priori} information from the TDE improves. The BER simulations yield that high performance can be attained with low complexity by applying an efficient iteration strategy between the front-end TDE and the back-end receiver modules which is determined by the three-dimensional EXIT chart analysis.

In Chapter 4, a soft-information-aided FDE filter is introduced replacing the SISO TDE at the front-end of the doubly-iterative receiver in Chapter 3, where a cyclic prefix is appended to the transmitted packets to obtain a convenient signal representation at the receiver for frequency-domain equalization. First the method for the cyclic prefix addition while maintaining the phase continuity of CPM is described. Then the MMSE filter coefficients for the proposed FDE are derived. It is shown that the doubly-iterative receiver with the proposed FDE is less complex than not only the optimal CED implementation followed by a back-end channel decoder as in [10] but also the turbo receivers applying linear equalization methods such as the doubly-iterative receiver with TDE in Chapter 3 and the TLE in [23] using a BFDE filter. The convergence behavior of the proposed receiver is analyzed using three-dimensional
EXIT charts as in Chapter 3. The BER simulations yield that the proposed methods attain a better performance compared to the turbo receivers in Chapter 3 and in [23].

In Chapter 5, a ST block coding scheme using two transmit antennas is proposed. The ST block code maintains the phase continuity of the CPM signals not to disrupt the spectral efficiency and provides an orthogonal representation in the frequency domain so that the SISO FDE filter introduced in Chapter 3 can be applied as in case of single antenna transmission. After describing the details for the proposed scheme and the insertion of the guard intervals to main the phase continuity, the orthogonal representation that is obtained after appropriate sampling, low-pass filtering, and combining is presented and the aforementioned doubly-iterative receiver with the SISO FDE filter is applied. Depending on the orthogonality of the scheme, it is presented that the receiver architecture and the computational complexity remain unchanged. As verified by the BER simulations, the ST block coding results in significant diversity gain compared to the case with single antenna transmissions in Chapter 3.

In Chapter 6, a ST pre-equalization technique maintaining the spectral efficiency of CPM by exploiting a transmit selection diversity scheme is introduced. First a pre-equalization method which depends on the direct application of the TH-type precoding to the CPM signals is described where the resulting signal is shown to encounter large envelope variations that disrupt the spectral efficiency. Then the ST pre-equalization scheme is presented to alleviate the envelope variations using a scaling factor which is determined depending on a transmit selection diversity scheme. After describing the proposed method, the design of a training signal to estimate a channel parameter at the receiver is given. For the error performance of the system, an upper bound is derived. Furthermore the effect of the number of transmitted antennas on alleviation of the envelope variations and, therefore, on the spectral efficiency is analyzed. For different values of system parameters, power spectra of the resulting precoded signals are depicted. The BER performance is also presented for different number of antennas and different bandwidth and channel scenarios.

The conclusions for this dissertation and the discussions for future research con-
tributions are presented in Chapter 7.
2. RESEARCH PRELIMINARIES

In this chapter, an overview of the signal model, the SISO trellis search methods, and the convergence analysis techniques for the turbo receivers are given, which are all applied in the remainder of the dissertation.

2.1. Signal Model

Phase modulation procedure for CPM, properties of the CPM signals, and the representation for the transmissions over multipath fading channels are presented in Section 2.1.1. The expansion methods to approximate the CPM signals by using a few pulses are summarized briefly in Section 2.1.2.

2.1.1. Continuous Phase Modulation

CPM is a nonlinear modulation scheme with memory. Given the $M$-ary symbol sequence $\mathbf{x}_i^k = [x_1, x_2, \ldots, x_k]$ with $x_k \in \{\pm 1, \pm 3, \ldots, \pm M - 1\}$, the baseband CPM signal with unit amplitude is expressed as [2]

$$c(t, \mathbf{x}_i^k) = e^{j\varphi(t, x_i^k)}, \quad (k - 1)T \leq t \leq kT, \quad k = 1, 2, \ldots, N,$$  \hspace{1cm} (2.1)

where $T$ is the symbol interval, $N$ is the block length, and

$$\varphi(t, \mathbf{x}_i^k) = 2\pi h \sum_{i=1}^{k} x_i q(t - (i - 1)T) = \varphi_k + \varphi_L(t, \mathbf{x}_{k-L+1}^k).$$  \hspace{1cm} (2.2)

with

$$\varphi_k = \pi h \sum_{i=1}^{k-L} x_i,$$  \hspace{1cm} (2.3)

$$\varphi_L(t, \mathbf{x}_{k-L+1}^k) = 2\pi h \sum_{i=k-L+1}^{k} x_i q(t - (i - 1)T).$$  \hspace{1cm} (2.4)
as the cumulative and the time-varying non-cumulative phase specifying the CPM signal on the interval \((k - 1)T < t < kT\), respectively. The signal generation for CPM can be described by a finite-state machine, where each state is defined by

\[
\mathbf{s}_k := \{ \varphi_k, x_{k-L+1}, \ldots, x_{k-2}, x_{k-1} \} \tag{2.5}
\]

and the information symbol, \(x_k\), results in the state transition. The phase shaping function \(q(t)\) in (2.4) is defined as

\[
q(t) = \int_0^t g(\tau)d\tau = \begin{cases} 
0 & \text{for } t < 0, \\
\frac{1}{2} & \text{for } t \geq LT
\end{cases}
\]

where \(g(t)\) is zero outside the interval \(0 \leq t \leq LT\) and \(L \geq 1\) is the length of the modulation memory. CPM is classified as full- and partial-response for \(L = 1\) and \(L > 1\), respectively. The modulation index is \(h = Q/P\) where \(Q\) and \(P\) are relatively prime integers. The cumulative phase in (2.3) can take \(P\) and \(2P\) different values when \(Q\) is even and odd, respectively. When \(Q\) is odd, only \(P\) values from \(2P\) possible values are available for \(\varphi_k\) while the remaining \(P\) values become active on the next symbol interval for \(\varphi_{k+1}\). Thus, CPM signal is represented by a time-varying and periodic trellis diagram with a period of \(2T\) for odd \(Q\) values. The total number of trellis states are \(PM^{L-1}\) and \(2PM^{L-1}\) for even and odd \(Q\), respectively. There are \(M\) branches starting from each trellis state which merge into \(M\) different states, respectively, where each branch corresponds to a state transition that generates a different CPM signal.

Note that due to the non-linear relation in (2.1), the CPM signals are correlated in time. The direct computation of the corresponding autocorrelation function is difficult. However, for binary CPM, this function can be computed through Laurent’s decomposition in [48], which represents (2.1) linearly in terms of \(N_p = 2^{L-1}\) pulse amplitude modulation (PAM) waveforms as

\[
c(t, x^N_1) = \sum_{n=1}^{N} \sum_{i=0}^{N_p-1} d_{n,i} D_i(t - (n - 1)T) \tag{2.6}
\]
where $D_i(t)$ are the Laurent pulses, and

$$d_{n,i} = e^{j\pi\left(\sum_{k=1}^n x_k - \sum_{k=1}^{L-1} x_{n-k} \varepsilon_{i,k}\right)}.$$  \hfill (2.7)

Here

$$i = \sum_{k=1}^{L-1} 2^{k-1} \varepsilon_{i,k} \quad 0 \leq i \leq N_p - 1,$$  \hfill (2.8)

where $\varepsilon_{i,k} \in \{0, 1\}$ are the coefficients of the binary representation of $i$. Then, by assuming that the bits $x_k$ are equiprobable, the autocorrelation function for binary CPM is found in [48] as

$$\mathcal{R}(\tau) = \sum_{i=0}^{N_p-1} \sum_{j=0}^{N_p-1} \sum_{\rho=-\infty}^{\infty} [\cos(h\pi)]^{\Delta(i,j,\rho)} D_{ij}(\tau - \rho T) = \mathcal{R}(-\tau)$$  \hfill (2.9)

where $\mathcal{R}(\tau) = E[c(t, x_1^N)c^*(t + \tau, x_1^N)]$ with

$$D_{ij}(\tau) = D_{ji}(-\tau) = \int_{-\infty}^{\infty} D_i(t) D_j(t + \tau) dt,$$  \hfill (2.10)

for $i, j = 0, \ldots, N_p - 1$, and

$$\Delta(i, j, \rho) = |\rho| + \sum_{k=1}^{L-1} (\varepsilon_{i,k} + \varepsilon_{j,k}) - 2 \left[ \sum_{k \geq 1} \varepsilon_{i,k} + \sum_{k \geq 1} \varepsilon_{j,k} + \sum_{k \geq 1} \varepsilon_{i,k} \varepsilon_{j,k+\rho}\right].$$  \hfill (2.11)

If $|\rho|$ is greater than $L - 1$, (2.11) becomes

$$\Delta(i, j, \rho) = |\rho + \Delta(i, j, \infty)| \quad |\rho| \geq L$$  \hfill (2.12)

with

$$\Delta(i, j, \infty) = \sum_{k=1}^{L-1} (\varepsilon_{i,k} - \varepsilon_{j,k}).$$  \hfill (2.13)
The autocorrelation function in (2.9) is applicable for binary CPM schemes only. However, these results are also extended for $M$-ary CPM in [52].

In [6], the CPM modulator is presented as the combination of a CPE that is equivalent to a recursive convolutional encoder and a MM. The CPE considers a tilted-phase representation for CPM signals which results in a time-invariant trellis whether $Q$ is even or odd. Using (2.1), the tilted-phase CPM signal is expressed as

$$y(t, x^k) = c(t, x^k) e^{j\pi h(M-1)t/T} = e^{j\tilde{\varphi}(t, x^k)}$$

implying that

$$\tilde{\varphi}(t, x^k) = \varphi(t, x^k) + \frac{\pi h(M-1)t}{T}$$

where \(\tilde{\varphi}(t, x^k)\) is

$$\tilde{\varphi}(t, x^k) = 2\pi h \sum_{i=1}^{k-L} \tilde{x}_i + 4\pi h \sum_{i=k-L+1}^{k} \tilde{x}_i q(t - (i - 1)T) + \pi h \mathcal{W}(t - (k - 1)T)$$

for \((k - 1)T \leq t \leq kT\) with $\tilde{x}_i = (x_i + M - 1)/2$, $\tilde{x}_i \in \{0, 1, \ldots, M - 1\}$. The last term $\mathcal{W}(t)$ in (2.16) is independent of data symbols such that

$$\mathcal{W}(t) = (M - 1)t/T - 2(M - 1) \sum_{i=0}^{L-1} q(t + iT) + (M - 1)(L - 1), \quad 0 \leq t \leq T.$$ 

The cumulative tilted-phase part in (2.16) is represented as

$$\tilde{\varphi}_k = 2\pi h \sum_{i=1}^{k-L} \tilde{x}_i$$

which can take \(\mathcal{P}\) possible values. Thus, the trellis for CPE has $S = \mathcal{P} M^{L-1}$ states where the state transitions yield $\tilde{S} = \mathcal{P} M^L$ different tilted-phase CPM signals. Thus, the total number of states in the CPM tilted-phase trellis is $\mathcal{P} M^{L-1}$ which is less than
the number states in the CPM trellis when $Q$ is odd. Before transmitting the tilted-phase signals, the carrier frequency should be changed from $f_c$ to $f_c - h(M - 1)/(2T)$ to compensate for the frequency shift in (2.14). Depending on the similarity of CPE to a recursive convolutional coder [6] where a length-$l_t$ tail sequence can be used to go from any state to the zero state represented as

$$\{\varphi_k = 0, \bar{x}_{k-L+1} = 0, \ldots, \bar{x}_{k-1} = 0\}$$  \hspace{1cm} (2.19)

or to the following state represented as

$$\{\varphi_k = \pi, \bar{x}_{k-L+1} = 0, \ldots, \bar{x}_{k-1} = 0\}$$  \hspace{1cm} (2.20)

if $\mathcal{P}$ is even. The only difference of the latter state compared to the zero state is the value of $\varphi_k$.

The multipath fading channels can be represented by a finite number of distinct propagation paths where each path has a time-varying complex gain and a certain propagation delay [49]-[51]. Depending on this representation, the time-varying multipath fading channel can be modelled as a tapped-delay-line filter denoted as

$$h(t, \tau) = \sum_{m=0}^{N_c-1} h_m(t) \delta(\tau - \tau_m(t))$$  \hspace{1cm} (2.21)

where $N_c$ is the number of paths, $h_m(t)$ and $\tau_m(t)$ are the time-varying fading coefficient and propagation delay for the $m$th path, respectively. Transmission of the CPM signal in (2.1) through the multipath fading channel in (2.21) yields

$$r(t) = \int_{-\infty}^{+\infty} h(t, \tau)c(t - \tau, x_1^N)d\tau + v(t) = \sum_{m=0}^{N_c-1} h_m(t)c(t - \tau_m(t), x_1^N) + v(t)$$  \hspace{1cm} (2.22)

where $0 < t < NT$ and $v(t)$ is the AWGN.

In the dissertation, the multipath fading channel is assumed to be time-invariant
throughout a CPM signal block such that it can be modelled as \[10, 23\]

\[ h(t) = \sum_{m=0}^{N_c-1} h_m \delta(t - \tau_m) \]  

(2.23)

where \( h_m \) and \( \tau_m \) are the time-invariant fading coefficient and propagation delay for the \( m \)th path, respectively, and \( h_m = \rho_m e^{j\theta_m} \) with \( \rho_m \) and \( \theta_m \) denoting the amplitude and the phase of the \( m \)th path, respectively. For practical purposes, CPM signal can be considered as band-limited to \( |f| \leq W/2 \). Then, choosing a sampling period, \( T_s \), such that \( T_s \leq 1/W \) and \( T_s = T/n_s \) with \( n_s \in \mathbb{Z}^+ \), the path delays \( \tau_m \) in (2.23) can be assumed as the integer multiples of \( T_s \), approximately. Then, the channel impulse function in (2.23) can be described as fractionally spaced as in [10] where

\[ h(t) = \sum_{l=0}^{L_c-1} \tilde{h}_l \delta(t - lT_s). \]  

(2.24)

Here, \( L_c = \frac{\tau_{N_c-1}}{T_s} + 1 \), with \( \tau_{N_c-1} \) being the maximum path delay, \( \tilde{h}_l = h_m \) for \( l = \tau_m/T_s \) and \( \tilde{h}_l = 0 \) for all other \( l \) values. Then the received signal can be expressed as

\[ r(t) = \int_{-\infty}^{+\infty} h(\tau)c(t - \tau, x_1^N) d\tau + v(t) = \sum_{l=0}^{L_c-1} \tilde{h}_l c(t - lT_s, x_1^N) + v(t) \]  

(2.25)

where \( 0 < t < NT \) and \( v(t) \) is the AWGN.

### 2.1.2. Approximation Methods for CPM

The number of matched filters required for the optimal detection of CPM is \( M^L \) [2]. To reduce this number, several suboptimal methods are also proposed. Such methods depend on the approximation of the CPM signal by using a few basis functions. By modifying Laurents PAM decomposition in (2.6) for \( M \)-ary CPM in [52] the number of matched filters reduces to \( (M - 1)M^{L-1} \), and a further reduction is possible by using only a few most significant pulses for approximation. In [53], the aforementioned method is extended for \( M \)-ary multi-\( h \) CPM. Number of pulses for the approximation
of M-ary CPM are reduced significantly in [54] and [55]. However, in all the aforementioned methods, the principle expansion pulses have a partial-response structure that does not allow simple signal processing at the receiver.

Inspired by Fourier series, it is also possible to use complex exponentials to approximate the CPM signal in (2.14) as

\[ y(t, x^T) \approx \frac{1}{\sqrt{T}} \sum_{i=1}^{N_b} a_{k,i} e^{j2\pi f_i(t-(k-1)T)}, \quad (k-1)T \leq t \leq kT \]  

(2.26)

where \( N_b \) is the number of basis functions, and \( f_i \) and \( a_{k,i} \) denote the frequency and the complex coefficient for the \( i \)th pulse, respectively. Here, \( N_b \) is assumed to be odd, and the coefficients \( \{ a_{k,i} \} \) are found by projecting the CPM signal at the \( k \)th symboling interval onto \( \frac{1}{\sqrt{T}} e^{j2\pi f_i t}, 0 \leq t \leq T \), for \( i = 1, \ldots, N_b \), respectively. The complex exponential bases in (2.26) admit simple signal processing since they do not have a partial-response structure. However, the frequencies \( \{ f_i \} \) must be set appropriately to achieve good approximation accuracy while applying a few basis functions. In [56], the frequencies are set as \( f_i = f_s(i - \lceil N_b/2 \rceil)/T \) with \( 0 < f_s < 1 \), where \( \lceil \cdot \rceil \) denotes the ceiling operation. For a given value of \( N_b \), the frequency separation, \( f_s \), is optimized for each CPM waveform to minimize the MSE between the actual and approximate signal. Compared to the scenario where the signal frequencies are set with fixed separations as \( f_i = (i - \lceil N_b/2 \rceil)/T \), same accuracy is achieved by a significant reduction in the number of basis functions. In both scenarios, equally spaced frequencies are considered where the latter frequency set results in orthogonal basis functions. Thus, the expansions using the former and latter set of frequencies are named as symmetric non-orthogonal exponential expansion (SnOEE) and symmetric orthogonal exponential expansion (SOEE), respectively. In [57], an alternative exponential expansion method is proposed with a different strategy to set the frequencies, which requires fewer basis functions than SOEE and SnOEE while attaining the same accuracy. This approach is called as non-symmetric non-orthogonal exponential expansion (nSnOEE) where the symmetric frequency constraint in SnOEE is removed. In nSnOEE, it is assumed that \(-1/T \leq f_i \leq 1/T \) since most of the CPM signal energy is concentrated in the fre-
frequency interval $[−1/T, 1/T]$ [2]. Finding the optimal set of frequencies that minimizes the MSE between the actual and approximate signals requires an exhaustive search [57]. It is still possible to obtain orthogonal bases from the aforementioned complex exponentials via the Gram-Schmidt orthogonalization such that

$$\phi_i(t) = \frac{1}{\sqrt{T}} \sum_{k=1}^{N_b} b_{i,k} e^{j2\pi f_k t}, \quad 0 \leq t \leq T$$

(2.27)

for $i = 1, 2, \ldots, N_b$ where $b_{i,k}$ is the complex coefficient of the $k$th exponential waveform to compute the $i$th orthonormal basis function. Similar to (2.26), the CPM signal is approximated by the orthonormal basis functions in (2.27) as

$$y(t, x^k_i) \approx \sum_{i=1}^{N_b} \tilde{a}_{k,i} \phi_i(t - (k - 1)T), \quad (k - 1)T \leq t \leq kT$$

(2.28)

where

$$\tilde{a}_{k,i} = \int_{(k-1)T}^{kT} y(t, x^k_i) \phi_i^*(t - (k - 1)T) dt$$

(2.29)

for $i = 1, \ldots, N_b$, and $(\cdot)^*$ is the complex conjugate operation. There are $\tilde{S}$ possible tilted-phase CPM signals which yields $\tilde{S}$ different sets of complex projection coefficients. The set of projection coefficients for the $m$th tilted-phase CPM signal can be denoted as $\Lambda_m = \{\lambda_{m,1}, \lambda_{m,2}, \ldots, \lambda_{m,N_b}\}$ for $m = 1, 2, \ldots, \tilde{S}$, where $\lambda_{m,i}$ is found by projecting the $m$th tilted-phase signal to the $i$th basis function. Therefore, considering that the $m$th signal is generated on the $k$th symbol interval, it can be concluded that $\tilde{a}_{k,i} = \lambda_{m,i}$ for $i = 1, \ldots, N_b$.

2.2. Trellis Search Methods and Convergence Analysis for Turbo Decoding

The trellis search methods can be applied for different operations at the receiver, such as the decoding of a convolutional, demodulation of a trellis-based modulation scheme, or the equalization of a signal transmitted over a multipath fading channel. The Viterbi algorithm (VA) is a popular choice for the trellis search, which produces
hard decisions for the maximum likelihood estimation of a sequence [58]. For the inner and outer decoding of two convolutional codes, it can be possible to apply two serially-concatenated Viterbi decoders (VDs) at the receiver. However the error bursts from the inner VD deteriorate the performance of the outer VD. To prevent the error bursts, it is possible to apply deinterleaving between the inner and outer VD (and also interleaving after the outer encoder at the transmitter). However, by producing hard decisions only, the inner decoder results in some information loss which also degrades the performance of the outer decoder whether deinterleaving is applied or not. To circumvent this problem, the inner decoder can employ the modified VAs, such as the soft output VA (SOVA) [59] or the list output VA (LOVA) [60] which are capable of producing probabilistic (soft) information rather than the hard decisions.

It is possible to attain further performance gain by transferring the soft information at the output of the outer decoder back to the inner decoder which exploits this input information to produce a more reliable output information. This type of information exchange at the receiver is called as turbo (or iterative) processing. The blocks in a turbo receiver must employ SISO algorithms not only to produce a posteriori soft information but also to be able to process a priori soft information. One of the best-known SISO trellis search algorithms is the MAP or the BCJR algorithm [9]. This algorithm performs the optimal symbol-by-symbol detection of a received sequence rather than finding the most likely sequence. Because each symbol is detected by using all the previous and proceeding symbol information in the sequence, more complex computations are required compared to the aforementioned VAs. However, the intrinsic SISO nature of the BCJR algorithm makes its use attractive for the iterative receivers. The BCJR algorithm encounters some operational problems because of the numerical representation of the probabilities and non-linear functions in the computations and because of the mixed multiplications and additions of these values. To circumvent such problems in practice, log-domain implementations such as the suboptimal Max-Log-BCJR algorithm in [61] and the optimal Log-BCJR algorithm in [62] can be used.

In the rest of the dissertation, the Log-BCJR algorithm is applied when the trellis
search is necessary. However, if lower computational complexity is desired, it is also possible to employ the reduced state implementations as in [63] without imposing any architectural change on the proposed iterative receivers. In Section 2.2.1 the BCJR algorithm is described first and then the modifications for the Log-BCJR implementation are presented. Furthermore, application of the Log-BCJR algorithm for the SISO demodulation of CPM is shown in Section 2.2.2. The convergence analysis for the turbo receivers by exploiting EXIT charts is described in Section 2.2.3. The application of EXIT chart analysis on the iterative demodulation of coded CPM is presented in Section 2.2.4.

2.2.1. BCJR and Log-BCJR Algorithms

The BCJR algorithm can be employed by the turbo receiver in Figure 2.1 for the inner and outer decoding of the two cascaded convolutional codes with an interleaver in between. The interleaving and deinterleaving operations are denoted by $\Pi(.)$ and $\Pi^{-1}(.),$ respectively. At the transmitter, the length-$L_b$ data bit sequence with elements, $b_i \in \{-1, +1\}, i = 1, 2, \ldots, L_b,$ is encoded by the rate-$1/m_o$ outer convolutional code with single input and $m_o$ outputs form the code bits $u_m \in \{-1, +1\}, m = 1, 2, \ldots, L_u,$ where $L_u = m_o L_b.$ The $i$th codeword produced by the outer encoder can be de-
noted as \( \mathbf{u}_i, i = 1, 2, \ldots, L_b \), where the \( \ell \)th bit of this codeword is \( u_{m_{a_1-m_o+\ell}} \), \( \ell = 1, \ldots, m_o \). Then, \( u_m \) are interleaved to \( \tilde{u}_m \), which are fed to the rate-1/\( m_i \) inner convolutional encoder to form \( d_n \in \{-1,+1\}, n = 1, 2, \ldots, L_d \), where \( L_d = m_i L_u \). The \( m \)th codeword produced at the output of the inner encoder can be represented as \( \mathbf{d}_m, m = 1, 2, \ldots, L_u \), where the \( \ell \)th bit of this codeword is \( d_{m_{m-m_i+\ell}} \), \( \ell = 1, \ldots, m_i \). Denoting the inner and outer code memory lengths as \( l_i \) and \( l_o \), respectively, the number of trellis states for the inner convolutional code is \( S_{in} = 2^{l_i} \) and it is \( S_{out} = 2^{l_o} \) for the outer convolutional code. After the transmission through the AWGN channel, the output symbol sequence is denoted as \( r_{1} = \{r_1, r_2 \ldots r_{N_0}\} \) where \( r_m(\ell) = r_{m_{m-m_i+\ell}} \) is the \((m_i m - m_i + \ell)\)th received symbol for \( m = 1, 2, \ldots, L_u \) and \( \ell = 1, 2, \ldots, m_i \), and

\[
r_n = d_n + v_n, \quad n = 1, 2, \ldots, L_d. \tag{2.30}
\]

In (2.30) \( v_n \) is a Gaussian random variable with zero mean and variance being equal to \( \sigma_v^2 \).

Given the received sequence, the inner decoder employs the BCJR algorithm to compute the \textit{a-posteriori} information for the outer code bits by using the \textit{a priori} information at its input. The \textit{a-posteriori} information is generated as a log-likelihood ratio (LLR) which is represented as

\[
L(\tilde{u}_m) = \log \frac{P(\tilde{u}_m = +1 | r_1^{L_u})}{P(\tilde{u}_m = -1 | r_1^{L_u})}. \tag{2.31}
\]

Using the Bayes’ rule, (2.31) is rewritten as

\[
L(\tilde{u}_m) = \log \frac{P(\tilde{u}_m = +1, r_1^{L_u})}{P(\tilde{u}_m = -1, r_1^{L_u})}. \tag{2.32}
\]

The probabilities in (2.32) can be expressed as

\[
P(\tilde{u}_m = b, r_1^{L_u}) = \sum_{S(\tilde{u}_m = a)} P(s_{m-1}, s_{m}, r_1^{L_u}) \tag{2.33}
\]
where $a \in \{-1, +1\}$ is the value of the outer code bit and $S(\bar{u} : \bar{u}_m = a)$ denotes the transitions in the inner code trellis from the state, $s_{m-1}$, at time $m - 1$ to the state, $s_m$, at time $m$ when $\bar{u}_m = a$. The probabilities in (2.33) can be expressed as

$$P(s_{m-1}, s_m, r_1^{L_u}) = P(s_{m-1}, s_m, r_1^{m-1}, r_m, r_{m+1}^{L_u}),$$

$$= P(s_{m-1}, r_1^{m-1})P(s_m, r_m, r_{m+1}^{L_u}|s_{m-1}, r_1^{m-1}),$$

$$= P(s_{m-1}, r_1^{m-1})P(s_m, r_m, r_{m+1}^{L_u}|s_{m-1}),$$

$$= P(s_{m-1}, r_1^{m-1})P(s_m|s_{m-1})P(r_{m+1}^{L_u}|s_{m-1}, s_m, r_m),$$

$$= P(s_{m-1}, r_1^{m-1})P(s_m, r_m|s_{m-1})P(r_{m+1}^{L_u}|s_m). \quad (2.34)$$

Since it is possible to exactly determine $d_m$ and the corresponding input symbol $\bar{u}_m$ in case of the state transition from $s_{m-1}$ to $s_m$, the probability $P(s_m, r_m|s_{m-1})$ in (2.34) is represented as

$$P(s_m, r_m|s_{m-1}) = P(r_m|s_{m-1}, s_m)P(s_m|s_{m-1})$$

$$= P(r_m|d_m)P(\bar{u}_m) \quad (2.35)$$

where

$$P(r_m|d_m) = \frac{1}{(2\pi \sigma_v^2)^{m/2}} e^{-\frac{1}{2\sigma_v^2} \sum_{\ell=0}^{m-1} |r_m(\ell) - d_m(\ell)|^2}. \quad (2.36)$$

Then, (2.32) can be rewritten as

$$L(\bar{u}_m) = \log \frac{\sum S(\bar{u}; \bar{u}_m = 1) \alpha(s_{m-1}) \gamma(s_{m-1}, s_m) \beta(s_m)}{\sum S(\bar{u}; \bar{u}_m = 0) \alpha(s_{m-1}) \gamma(s_{m-1}, s_m) \beta(s_m)}, \quad (2.37)$$

where $\alpha(s_{m-1})$, $\gamma(s_{m-1}, s_m)$, and $\beta(s_m)$ stand for the forward recursion term, transition
probability, and the reverse recursion term, respectively, which are defined as

\[
\alpha(s_m) := P(s_m, r_1^m), \\
\gamma(s_{m-1}, s_m) := P(s_m, r_m|s_{m-1}) = P(r_m|d_m)P(\bar{u}_m), \\
\beta(s_m) := P(r_{L-1}^m|s_m).
\] (2.38) (2.39) (2.40)

Using (2.39), the LLR in (2.37) can be represented as

\[
L(\bar{u}_m) = \log \frac{\sum_{S(\bar{u}_m=+1)} \alpha(s_{m-1}) P(r_m|d_m) \beta(s_m)}{\sum_{S(\bar{u}_m=-1)} \alpha(s_{m-1}) P(r_m|d_m) \beta(s_m)} + \log \frac{P(\bar{u}_m = +1)}{P(\bar{u}_m = -1)}
\] (2.41)

where the LLRs \( L_e(\bar{u}_m) \) and \( L_a(\bar{u}_m) \) are the extrinsic information at the output of the inner decoder and the \textit{a priori} information from the outer decoder, respectively, as also shown in Figure 2.1. Depending on (2.41), the extrinsic information is computed as \( L_e(\bar{u}_m) = L(\bar{u}_m) - L_a(\bar{u}_m) \) so that it does not depend on the \textit{a priori} information from the outer decoder.

The relationship between the consecutive forward recursion terms is found as

\[
\alpha(s_m) = \sum_{s_{m-1}} P(s_{m-1}, s_m, r_1^m), \\
= \sum_{s_{m-1}} P(s_{m-1}, r_1^{m-1}) P(s_m, r_m|s_{m-1}, r_1^{m-1}), \\
= \sum_{s_{m-1}} P(s_{m-1}, r_1^{m-1}) P(s_m, r_m|s_{m-1}), \\
= \sum_{s_{m-1}} \alpha(s_{m-1}) \gamma(s_{m-1}, s_m).
\] (2.42)

Starting with the zero state, the forward recursion term is initialized as

\[
\alpha(s_0) = \begin{cases} 
1 & \text{for } s_0 = 0, \\
0 & \text{for } s_0 = s, \quad s = 1, 2, \ldots, S_{in} - 1.
\end{cases}
\] (2.43)
For the reverse recursion term,

\[
\beta(s_m) = \sum_{s_{m+1}} P(s_{m+1}, r_{m+1}^L | s_m)
\]
\[
= \sum_{s_{m+1}} P(s_{m+1}, r_{m+1}^L | s_m) P(r_{m+1}^L | s_m, s_{m+1}, r_m^L)
\]
\[
= \sum_{s_{m+1}} \gamma(s_m, s_{m+1}) \beta(s_{m+1}). \tag{2.44}
\]

Assuming that the trellis is terminated at the zero state, the reverse recursion term is initialized as

\[
\beta(s_{L_u}) = \begin{cases}
1 & \text{for } s_{L_u} = 0, \\
0 & \text{for } s_{L_u} = s, \quad s = 1, 2, \ldots, S_m - 1.
\end{cases} \tag{2.45}
\]

The BCJR algorithm first performs the initializations in (2.43) and (2.45). Then \( \gamma(s_{m-1}, s_m) \) and \( \alpha(s_m) \) are computed depending on (2.39) and (2.42), respectively, while the channel outputs are being received, and are stored throughout the forward recursion. After the entire sequence \( r_1^L \) is received, the \( \beta(s_m) \) terms are computed by applying the reverse recursion in (2.44). Then, \( L(\tilde{u}_m) \) is computed as in (2.37) and the extrinsic information \( L_e(\tilde{u}_m) \) in (2.41) is obtained by subtracting \( L_\alpha(\tilde{u}_m) \) from \( L(\tilde{u}_m) \) and is used as the soft output (reliability information) by the outer decoder.

The Log-BCJR algorithm carries the expressions above to the logarithmic domain so that

\[
\tilde{\alpha}(s_m) := \log \alpha(s_m), \tag{2.46}
\]
\[
\tilde{\gamma}(s_{m-1}, s_m) := \log \gamma(s_{m-1}, s_m), \tag{2.47}
\]
\[
\tilde{\beta}(s_m) := \log \beta(s_m). \tag{2.48}
\]
where
\[
\tilde{\alpha}(s_m) = \log \sum_{s_{m-1}} e^{\tilde{\alpha}(s_{m-1}) + \tilde{\gamma}(s_{m-1}, s_m)}, \\
\tilde{\beta}(s_m) = \log \sum_{s_{m+1}} e^{\tilde{\beta}(s_{m+1}) + \tilde{\gamma}(s_m, s_{m+1})}.
\] (2.49) (2.50)

Then the extrinsic information \( L_e(\tilde{u}_m), m = 1, 2 \ldots, L_u \), in (2.41) is computed by the Log-BCJR algorithm as
\[
L_e(\tilde{u}_m) = \log \frac{\sum S(\tilde{u}; \tilde{u}_m = +1) e^{\tilde{\alpha}(s_{m-1}) + \tilde{\gamma}(s_{m-1}, s_m) + \tilde{\beta}(s_m)}}{\sum S(\tilde{u}; \tilde{u}_m = -1) e^{\tilde{\alpha}(s_{m-1}) + \tilde{\gamma}(s_{m-1}, s_m) + \tilde{\beta}(s_m)}} - L_a(\tilde{u}_m). \\ (2.51)
\]

The soft information \( L(u_m) \) for the outer decoder is found by deinterleaving \( L_e(\tilde{u}_m) \). As shown in Figure 2.1, the outer decoder produces the LLRs \( L(b_i) \) and \( L_e(u_m) \) as the reliability information for the data bit \( b_i \) and the code bit \( u_m \), respectively. The \textit{a priori} information for the data bits is zero so that \( P(b_i = +1) = P(b_i = -1) = 0.5 \) and, therefore, \( L_a(b_i) = 0 \). Similar to (2.51), the outer decoder computes \( L(b_i), i = 1, 2, \ldots, L_b \), by using the Log-BCJR algorithm as
\[
L(b_i) = \log \frac{\sum S(b; b_i = +1) e^{\tilde{\alpha}(s_{i-1}) + \tilde{\gamma}(s_{i-1}, s_k) + \tilde{\beta}(s_i)}}{\sum S(b; b_i = -1) e^{\tilde{\alpha}(s_{i-1}) + \tilde{\gamma}(s_{i-1}, s_k) + \tilde{\beta}(s_i)}}. \\ (2.52)
\]

where
\[
\tilde{\gamma}(s_{i-1}, s_i) = \log P(s_i, u_k | s_{i-1}) = \log P(u_i | s_{i-1}) P(s_k | s_{k-1}) = \log P(u_i) + \log P_a(b_i) \\ (2.53)
\]

with
\[
\log P(u_i) = \sum_{\ell=1}^{m_o} \log P(u_{m_o(i-1)+\ell}). \\ (2.54)
\]
Using the property that \( u_m \in \{-1, +1\} \), a new quantity can be defined as

\[
\log^* P(u_m) := \log P(u_m) - \frac{1}{2} \log P(u_m = +1) - \frac{1}{2} \log P(u_m = -1) \\
= \frac{1}{2} u_m \log \frac{P(u_m = +1)}{P(u_m = -1)} \\
= \frac{1}{2} u_m L(u_m)
\]  

for \( m = 1, 2, \ldots, L_u \). Similarly, it is found that

\[
\log^* P_a(b_i) := \frac{1}{2} b_i L_a(b_i) = 0, \quad i = 1, 2, \ldots, L_b.
\]

Using the representations in (2.55) and (2.56), (2.53) can be modified as

\[
\tilde{\gamma}(s_{i-1}, s_i) = \sum_{\ell=1}^{m_o} \log^* P(u_{m_o(i-1)+\ell}) + \log^* P_a(b_k) \\
= \frac{1}{2} \sum_{\ell=1}^{m_o} u_{m_o(i-1)+\ell} L(u_{m_o(i-1)+\ell} + \ell).
\]

Employing the new \( \tilde{\gamma}(s_{i-1}, s_i) \) term above does not result in any change in the value of \( L(b_i) \) since such a modification yields that the same quantities are subtracted from the exponents at both the numerator and the denominator of the LLR in (2.52). Using the representation in (2.57), it is found that

\[
L(b_i) = \frac{\sum S(b_{bi} = 1) e^{\tilde{\alpha}(s_{i-1}) + \frac{1}{2} \sum_{\ell=1}^{m_o} u_{m_o(i-1)+\ell} L(u_{m_o(i-1)+\ell}) + \tilde{\beta}(s_i))}}{\sum S(b_{bi} = -1) e^{\tilde{\alpha}(s_{i-1}) + \frac{1}{2} \sum_{\ell=1}^{m_o} u_{m_o(i-1)+\ell} L(u_{m_o(i-1)+\ell}) + \tilde{\beta}(s_i))}.
\]

Furthermore, the extrinsic information for the \((m_o i - m_o + j)\)th outer code bit is computed as

\[
L_e(u_{m_o i - m_o + j}) = \frac{\sum S(u_{u_i(j)} = 1) e^{\tilde{\alpha}(s_{i-1}) + \frac{1}{2} \sum_{\ell \neq j} u_{m_o(i-1)+\ell} L(u_{m_o(i-1)+\ell}) + \tilde{\beta}(s_i))}}{\sum S(u_{u_i(j)} = -1) e^{\tilde{\alpha}(s_{i-1}) + \frac{1}{2} \sum_{\ell \neq j} u_{m_o(i-1)+\ell} L(u_{m_o(i-1)+\ell}) + \tilde{\beta}(s_i))}.
\]

where \( i = 1, \ldots, L_b, \ j = 1, \ldots, m_o, \) and \( S(u : u_i(j) = +1) \) denotes the transitions from \( s_{i-1} \) to \( s_i \) generating the codewords with the \( j \)th bit being equal to +1. The
representation in (2.57) enables the direct use of the LLRs at the input of the decoder while computing the forward and reverse recursion terms and the reliability information in (2.58) and (2.59). As shown in Figure 2.1, turbo decoding is performed by exchanging the corresponding LLRs for the outer code bits between the inner and outer decoder. After several number of iterations, estimates for the data bit are found by taking the sign of the LLRs in (2.58).

2.2.2. Demodulation of CPM Using Log-BCJR Algorithm

As described in Section 2.1.1, the CPM modulator can be decomposed into the CPE and MM blocks, where the CPE is represented by a time-invariant trellis and is equivalent to a convolutional encoder [6]. Then the system model in Figure 2.1 is also applicable for coded CPM where the CPM modulation and demodulation operations are assigned to the inner encoder and decoder blocks, respectively. After the interleaving at the transmitter, the outer code bits, \( \{ \bar{u}_m \} \), are divided into \( N_c = L_u / m_c \) subsets where \( m_c = \log_2 M \). The \( \ell \)th subset denoted as \( \bar{u}_\ell = \{ \bar{u}_{m_c \ell - m_c + 1}, \bar{u}_{m_c \ell - m_c + 2}, \ldots, \bar{u}_{m_c \ell} \} \) is mapped to \( \bar{x}_\ell \) where \( \bar{x}_\ell \in \{0, 1, \ldots, M - 1\} \) and \( \ell = 1, \ldots, N_c \). The \( M \)-ary symbols are exploited by the CPE to perform the phase modulation in (2.16) and the MM compensates for the frequency shift in (2.14) to produce \( c(t, \mathbf{x}_{1}^{N_c}) \). After the transmission through the AWGN channel, the received signal is represented as

\[
r(t) = c(t, \mathbf{x}_{1}^{N_c}) + v(t), \quad 0 \leq t \leq N_c T
\]

(2.60)

where \( v(t) \) is the zero-mean complex AWGN. After ideal low-pass filtering with a two-sided bandwidth of \( 1/T_s \) Hertz, the discrete representation for the received signal is obtained by sampling the filter output every \( T_s = T / n_s \) seconds where \( T_s \) is adjusted properly to prevent aliasing while maintaining the whiteness of the additive noise [10]. The discrete-time signal is found as

\[
r_n = c_n + v_n, \quad n = 0, 1, \ldots, n_s N_c - 1
\]

(2.61)
where \( r_n := r(nT_s), c_n := c(nT_s, x_1^{N_c}), \) and \( v_n := v(nT_s) \). Applying the frequency shift in (2.14), the tilted-phase representation is computed as

\[
\tilde{r}_n := r_n e^{j\pi h(M-1)n/n_s} = y_n + \tilde{v}_n, \quad n = 0, 1, \ldots, n_sN_c - 1, \tag{2.62}
\]

where \( y_n := y(nT_s, x_1^{N_c}) \) and \( \tilde{v}_n = v_n e^{j\pi h(M-1)n/n_s} \) is the AWGN term with zero mean and variance being equal to \( \sigma_v^2 \). The received and actual discrete-time tilted-phase CPM signals at the \( \ell \)th symbol interval are represented as \( \tilde{r}_\ell \) and \( y_\ell \), respectively, where \( \tilde{r}_\ell(i) = \tilde{r}_{n_\ell \ell - n_s + i} \) and \( y_\ell(i) = y_{n_\ell \ell - n_s + i} \) denote the sampling values at time instant \( (n_\ell \ell - n_s + i)T_s \) for \( \ell = 1, 2, \ldots, N_c \) and \( i = 0, 1, \ldots, n_s - 1 \). The \( i \)th discrete-time signal at each symbol interval belong to the finite-alphabet \( \mathcal{Y}_i = \{Y_{i,0}, Y_{i,1}, \ldots, Y_{i,s}\} \) where \( i = 0, 1, \ldots, n_s - 1 \) and \( Y_{i,p} \) is the value of the \( p \)th tilted-phase CPM signal at time instant \( iT_s \) over the symbol interval \([0, T]\). Assuming that the \( p \)th tilted-phase CPM signal is generated during the state transition from \( s_{\ell-1} \) to \( s_\ell \) in the CPE trellis, the inner decoder compute \( \tilde{\gamma}(s_{\ell-1}, s_\ell) \) as

\[
\tilde{\gamma}(s_{\ell-1}, s_\ell) = \log P(\tilde{r}_\ell|y_\ell) + \log^* P(\tilde{u}_\ell) = \log P(\tilde{r}_\ell|y_\ell) + \frac{1}{2} \sum_{i=1}^{m_c} \tilde{u}_{m_c \ell - m_c + i} L(\tilde{u}_{m_c \ell - m_c + i}) \tag{2.63}
\]

where

\[
P(\tilde{r}_\ell|y_\ell) = \frac{1}{(\pi \sigma_v^2)^{n_s}} e^{-\frac{1}{2\sigma_v^2} \sum_{i=0}^{n_s-1} |\tilde{r}_\ell(i) - Y_{i,p}|^2}. \tag{2.64}
\]

Using (2.63), the extrinsic information for the \((m_c \ell - m_c + j)\)th outer code bit is calculated as

\[
L_e(\tilde{u}_{m_c \ell - m_c + j}) = \frac{\sum S(\tilde{u} : \tilde{u}_\ell(j) = +1) e^{\tilde{\alpha}(s_{\ell-1}) + \log P(\tilde{r}_\ell|y_\ell) + \frac{1}{2} \sum_{i \neq j} \tilde{u}_{m_c \ell - m_c + i} L(\tilde{u}_{m_c \ell - m_c + i}) + \tilde{\beta}(s_\ell) \sum S(\tilde{u} : \tilde{u}_\ell(j) = -1) e^{\tilde{\alpha}(s_{\ell-1}) + \log P(\tilde{r}_\ell|y_\ell) + \frac{1}{2} \sum_{i \neq j} \tilde{u}_{m_c \ell - m_c + i} L(\tilde{u}_{m_c \ell - m_c + i}) + \tilde{\beta}(s_\ell)} \tag{2.65}
\]

where \( \ell = 1, \ldots, N_c \) and \( j = 1, 2, \ldots, m_c \). Here \( S(\tilde{u} : \tilde{u}_\ell(j) = +1) \) denotes the state transitions where the \( j \)th bit \( \tilde{u}_{m_c \ell - m_c + j} \) in the bit sequence \( \tilde{u}_\ell \) that is mapped to the \( M \)-ary transition symbol \( \tilde{x}_\ell \) is equal to +1. For binary CPM where \( M = 2 \) and \( m_c = 1 \),
the LLR in (2.65) simplifies to

\[ L_e(\tilde{u}_\ell) = \frac{\sum S(\tilde{u};\tilde{u}_{\ell-1}=+1) e^{\tilde{a}(s_{\ell-1})+\log P(\tilde{r}_\ell|x_{\ell})+\beta(s_{\ell})}}{\sum S(\tilde{u};\tilde{u}_{\ell-1}=-1) e^{\tilde{a}(s_{\ell-1})+\log P(\tilde{r}_\ell|x_{\ell})+\beta(s_{\ell})}} \]  

(2.66)

where \( \ell = 1, \ldots, L_u \).

2.2.3. Convergence Analysis using EXIT Charts

The EXIT chart is proposed as a semi-analytical tool in [46] to determine the convergence behavior of a turbo receiver where the extrinsic information is exchanged between the receiver components in the form of LLRs as in Figure 2.1. In the EXIT chart analysis, the receiver modules are modelled as mapping devices transferring input LLRs to the output LLRs and the exchange of extrinsic information is visualized as a decoding trajectory between the transfer functions of the constituent modules.

In [46], it is determined by the simulations that the extrinsic LLRs produced by the decoders at a turbo receiver have a distribution that approaches to Gaussian as the number of iterations increases. Depending on the information exchange, the extrinsic outputs from one decoder become the a priori inputs for the constituent decoder. It is also observed that increasing the interleaver size reduces the correlations between the input LLRs and yields better separation of the decoders. Motivated by these results, an AWGN channel model is used to represent the a priori information for each decoder. Depending on this model, it is assumed that an independent Gaussian random variable \( v \) with zero mean and variance being equal to \( \sigma_v^2 \) is added to \( x \) yielding \( r = x + v \) where \( x \) is the bit information that the input LLR is associated with. The conditional probability density function (pdf) for \( r \) is denoted as

\[ P(r|x) = \frac{1}{\sqrt{2\pi\sigma_v^2}} e^{-\frac{(r-x)^2}{2\sigma_v^2}} \]  

(2.67)
where $x \in \{-1, +1\}$. Using (2.67), the LLR is computed as

$$\mathcal{L} = \log \frac{P(r|x = +1)}{P(r|x = -1)} = \frac{2}{\sigma_v^2} r = \frac{2}{\sigma_v^2} (x + v)$$

(2.68)

which is a Gaussian random variable with mean and variance being equal to $2x/\sigma_v^2$ and $4/\sigma_v^2$, respectively, assuming that $x$ is given. Defining $\sigma_L^2 := 4/\sigma_v^2$, the analysis in [46] shows that the input LLRs can be assumed to be independent and identically distributed (i.i.d.) random variables with a single parameter ($\sigma_L$) conditional pdf denoted as

$$P(\mathcal{L}|x) = \frac{1}{\sqrt{2\pi\sigma_L^2}} e^{-\frac{(\mathcal{L}-\sigma_L^2 x/2)^2}{2\sigma_L^2}}.$$  

(2.69)

In the EXIT chart analysis, the input LLRs (which are $\{L_a(\bar{u}_m)\}$ and $\{L(u_m)\}$ for the inner and outer decoder in Figure 2.1, respectively) are generated as i.i.d. random variables as in (2.68) according to the Gaussian distribution in (2.69) for a given bit sequence ($x = \bar{u}_m$ and $x = u_m$ for the inner and outer decoders in Figure 2.1, respectively) and $\sigma_L$ value [46]. For the inner decoder in Figure 2.1, the channel outputs $\{r_n\}$ in (2.30) are also generated for a given signal-to-noise ratio (SNR) depending on the Gaussian model in (2.36). Then the artificially generated LLRs are used as the a priori information by the corresponding decoder (in conjunction with the channel outputs for the inner decoder) while producing the output information. The distribution for the output LLRs are determined experimentally by using the histogram measurements. For different values of $\sigma_L$, the mutual information between the bits and the LLRs is computed at both the input and output of each decoder as [46]

$$I(\mathcal{L}; x) = \frac{1}{2} \sum_{b=-1, +1} \int_{-\infty}^{+\infty} P(\mathcal{L}|x = b) \times \log_2 P(\mathcal{L}|x = b) \frac{2P(\mathcal{L}|x = b)}{P(\mathcal{L}|x = -1) + P(\mathcal{L}|x = +1)} d\mathcal{L}$$

(2.70)

where the pdf in (2.69) and the pdf found by histogram measurements are plugged into (2.70), respectively, and $0 \leq I(\mathcal{L}; x) \leq 1$. Then the transfer characteristic curve of each
decoder is determined separately as a mapping function between the input and output mutual information. For the turbo receiver in Figure 2.1, the transfer characteristic curve for the inner decoder and the inverse of the transfer characteristic curve for the outer decoder constitute the corresponding EXIT chart, where the decoding trajectory of the receiver is visualized as a zigzag path confined between these curves. Using the EXIT chart analysis, it is possible to observe the three typical scenarios for the BER performance of a turbo receiver [46]. 1) The decoder transfer characteristics intersect at low mutual information with the trajectory getting stuck. This corresponds to high BER and negligible turbo gain at the receiver which is observed especially at low SNRs. 2) There is a narrow tunnel (or bottleneck) between the transfer curve and the inverse transfer curve so that the trajectory does not stick. In this case, the convergence to low BERs is slow but possible since the decoder transfer characteristics do not intersect anymore. The SNR value that overcomes the intersection is referred to as the SNR threshold of the turbo receiver. 3) In the EXIT chart, a wide-open region is observed between the transfer curve and the inverse transfer curve at high SNRs, which allows the fast convergence of the trajectory. This behavior is observed as a water fall in the BER performance plot of a turbo receiver.

2.2.4. Convergence Analysis for Iterative Demodulation of CPM

In this section, the convergence analysis for the turbo demodulation and decoding of coded CPM on AWGN channel is presented using EXIT charts. Furthermore, it is shown that the simulation results for the BER performance match the outcomes of the corresponding EXIT chart analysis. The turbo demodulation and decoding of coded CPM is applied as described in Section 2.2.2 where the inner and outer decoders in Figure 2.1 are considered as the CPM demodulator and channel decoder, respectively. In both the convergence analysis and the BER simulations, the binary 3RC CPM scheme of [2] with the main lobe width of \( L \) symbol duration is employed where \( L = 3 \) and \( h = 0.5 \). A low-pass filter with a two-sided bandwidth of \( 2/T \) is applied at the reciever so that more than 99.9 percent of the signal energy is recovered [2]. Then the filter output is sampled to obtain the discrete-time representation in (2.61) where the number of samples per symbol is \( n_s = 2 \) and the sampling period is \( T_s = T/2 \).
A rate-1/2 convolutional code with generator polynomial \((64, 74)\) is used for channel coding [64]. In the BER simulations, random interleaving is applied and the length of the outer code bit sequence used for CPM modulation is 256.

In Figure 2.1, the inner decoder for CPM demodulation transforms the a priori information \(\{L_a(\tilde{u}_m)\}\) for the interleaved code bits from the channel decoder to \(\{L_e(\tilde{u}_m)\}\), given the received signal from the AWGN channel. In order to determine

\[
\begin{align*}
I_{\text{dem}}(L_a(\tilde{u}_m); \tilde{u}_m) & \equiv I_{\text{dec}}(L_e(\tilde{u}_m); \tilde{u}_m) \\
T \equiv T_{\text{dec}}^{-1}
\end{align*}
\]

Figure 2.2. Receiver EXIT charts for the turbo demodulation and decoding of coded CPM

the EXIT chart for the demodulator, the input LLRs \(\{L_a(\tilde{u}_m)\}\) are generated artificially given \(\{\tilde{u}_m\}\) depending on the model in (2.68), and the values for the input mutual information \(I_{\text{dem}} = I(L_a(\tilde{u}_m); \tilde{u}_m)\) are computed as in (2.70) using the conditional PDF in (2.69) belonging to this model, where \(L = L_a(\tilde{u}_m)\) and \(x = \tilde{u}_m\). The artificially-generated \(\{L_a(\tilde{u}_m)\}\) are exploited by the CPM demodulator to generate \(\{L_e(\tilde{u}_m)\}\) as described in Section 2.2.2. After the conditional PDF for \(\{L_e(\tilde{u}_m)\}\) is determined by the histogram measurements, the output mutual information \(I_{\text{dec}} = I(L_e(\tilde{u}_m); \tilde{u}_m)\) is computed in the same way employed to find \(I_{\text{dec}}\). Thus, the transfer characteristics of
the demodulator can be denoted as $I^{\text{dem}}_o = T^{\text{dem}}(I^{\text{dem}}_i | \sigma_v^2)$ where $T^{\text{dem}}(\cdot | \cdot)$ denotes the transfer characteristic function for the demodulator which convert $I^{\text{dem}}_i$ to $I^{\text{dem}}_o$ given the variance $\sigma_v^2$ for the AWGN. Similar procedure can be applied for the outer decoder used for the channel decoding where the transfer characteristic function for the channel decoder is denoted as $T^{\text{dec}}(\cdot)$ where $I^{\text{dec}}_o = T^{\text{dec}}(I^{\text{dec}}_i)$, and $I^{\text{dec}}_i$ and $I^{\text{dec}}_o$ are the input and output mutual information for the channel decoder, respectively.

The EXIT chart for the turbo receiver under different SNR scenarios is shown in Figure 2.3. BER performance for the turbo demodulation and decoding of coded CPM

in Figure 2.2. A bottleneck is observed at $E_b/N_0 = 0$ dB so that the turbo trajectory gets stuck and the convergence is not possible. At $E_b/N_0 = 1$ dB, a narrow tunnel is observed so that the convergence is possible after performing many iterations. After $E_b/N_0 = 1$ dB, there is a huge gap between the demodulator and decoder characteristics curves which corresponds to the fast convergence and a water fall behavior in the BER performance as described in Section 2.2.3.
In Figure 2.3, the BER performance of the turbo receiver for the joint demodulation and decoding of coded CPM on AWGN channel is illustrated where twelve iterations are executed between the demodulator and the decoder. There is no considerable turbo gain before $E_b/N_0 = 1$ dB and a water fall behavior is observed after $E_b/N_0 = 1$ dB, which are consistent with the results observed in the EXIT chart analysis.
3. DOUBLE TURBO EQUALIZATION OF CPM WITH TIME DOMAIN PROCESSING

For coded data over narrowband channels, the channel encoding and CPM modulation operations are viewed as the serial concatenation of two finite state machines separated by an interleaver, and joint demodulation and decoding is performed iteratively by the soft information exchange between a SISO CPM demodulator and a SISO channel decoder [8]. Similarly, in the presence of multipath fading, one can couple the CED described in Section 1.2 with the back-end channel decoder to implement a turbo-type receiver which can be named as turbo APP equalizer (TAE). However, CED employs a single super trellis for optimal joint equalization/demodulation [10] where the size of the joint trellis is prohibitively large when the modulation and/or channel memory is long, making even non-iterative equalization practically unwieldy. For this reason, a suboptimal but low-complexity receiver is proposed in this chapter for the turbo equalization of CPM over multipath fading channels, which relies on separating the channel equalization, CPM demodulation, and channel decoding operations, and on employing a doubly-iterative processing scheme where the demodulator is coupled with either the equalizer or the decoder alternatively.

The proposed receiver consists of a SIC/MMSE time-domain equalizer at its front-end, a central SISO CPM demodulator and a SISO channel decoder at its back-end. Both the demodulator and the decoder can be implemented by the Log-BCJR algorithm [62] as in the aforementioned turbo processing applications mentioned at the beginning of Section 1.2 for linear constellations. On the other hand, the SIC/MMSE equalizer design is not a direct extension of its counterparts for linear modulation as inherent characteristics of CPM such as non-linearity and modulation memory must be taken into consideration. For instance, the transmitted signals are often assumed uncorrelated in receiver design for linearly modulated signals, which is not the case in CPM due to its non-linearity and the number of symbols correlated with each other is determined by the modulation memory. Therefore, the equalizer design has to include
the successive symbol correlations whose direct computation is difficult, but possible with Laurent’s decomposition [48] of binary CPM as in (2.9) which can also be extended for $M$-ary CPM as described in [52]. The proposed receiver uses the doubly-iterative structure for the joint equalization, demodulation, and decoding, where each front-end iteration for SIC/MMSE equalization is followed by several back-end iterations for CPM demodulation and channel decoding to improve \textit{a priori} information for the next front-end iteration. Two and three-dimensional EXIT charts as in [47] are used to analyze the convergence behavior of the proposed doubly serially concatenated receiver.

In addition, bit error rate (BER) performance is simulated under different channel conditions and with different receiver configurations. Both the EXIT charts and the simulation results indicate that performing a few back-end demodulation/decoding iterations within each front-end equalization iteration not only yields faster convergence to low BERs but also reduces the overall computational complexity by reducing the number of equalization passes.

The organization of this chapter is as follows. In Section 3.1, structure of the transmitter and the discrete-time signal representation employed at the receiver are described first. Remainder of the section consecutively presents the doubly-iterative architecture, SIC/MMSE equalization algorithm, and complexity comparisons of the proposed and conventional methods. In Section 3.2, convergence behavior of the doubly-iterative receiver is analyzed. The simulation results are presented in Section 3.3.

### 3.1. Doubly-Iterative Equalization with Time Domain Processing

![Figure 3.1. The transmitter for the bit-interleaved coded CPM and the channel](image)

At the transmitter in Figure 3.1 where $\Pi(\cdot)$ denotes the interleaving operation, a length-$L_b$ data bit sequence with elements $b_i \in \{0, 1\}$, $i = 1, \ldots, L_d$, is encoded by a rate-$L_b/L_u$ convolutional code to form $u_m \in \{-1, +1\}$ where $m = 1, \ldots, L_u$. Then, $u_m$ are interleaved to $\tilde{u}_m$, which are mapped onto the $M$-ary symbols $x_{\ell}$ defined
in Section 2.1.1 where \( \ell = 1, \ldots, N \) with \( N = L_u / \log_2 M \). To produce the tilted-phase signal in (2.14), the CPE applies the phase modulation in (2.16) where \( \tilde{x}_\ell = (x_\ell + M - 1)/2 \) as described in Section 2.1.1. At the output of CPE, the MM operation is employed to convert the tilted-phase signal to the CPM signal depending on the relation in (2.14) where \( y(t, x_1^N) \) is multiplied with \( e^{j\pi h(M-1)t/T} \) as shown in Figure 3.1. After the transmission through the ISI channel, the signal in (2.25) is received at the baseband. The number of matched filters for the optimal detection of CPM is \( M^L \) as described at the beginning of Section 2.1.2. However, it is also possible to obtain a discrete representation for detection by appropriate low-pass filtering and sampling of the received signal rather than applying a bank of matched filters with high complexity. After ideal low-pass filtering with a two-sided bandwidth of \( 1/T_s \) Hertz, the discrete representation for the received signal is obtained by sampling the filter output every \( T_s = T/n_s \) seconds where \( T_s \) is adjusted properly to prevent aliasing while maintaining the whiteness of the additive noise [10]. The discrete-time signal obtained from the received signal in (2.25) is denoted as

\[
  r_n = \sum_{l=0}^{L_e-1} \tilde{h}_l c_{n-l} + v_n, \quad n = 0, 1, \ldots, \tilde{N} - 1, \tag{3.1}
\]

where \( r_n := r(nT_s) \), \( c_n := c(nT_s, x_1^N) \), \( v_n := v(nT_s) \), and \( \tilde{N} := n_s N \).

### 3.1.1. Receiver Overview

![Figure 3.2. Doubly-iterative receiver with TDE](image)

The doubly-iterative receiver consists of three serially concatenated blocks as shown in Figure 3.2, where \( \Pi^{-1}(\cdot) \) is the deinterleaving operation, \( y_n \) denotes the \( n \)th sample for the CPM tilted-phase signal, \( \tilde{c}_n \) is the mean-value of the \( n \)th CPM signal sample, \( \hat{c}_n \) and \( \hat{y}_n \) stand for the \( n \)th equalizer output for the CPM signal and its equivalent for the tilted-phase CPM signal, respectively, \( L_a(\tilde{u}_m) \) and \( L_e(\tilde{u}_m) \) denote
the a priori and extrinsic LLRs for the interleaved code bits, \( \{L_a(b_i)\} \) are the a priori LLRs for the data bits which are always zero, and \( \{L(b_i)\} \) are the output LLRs used for the data bit decisions. Initially, because no a priori information is available for any of the receiver blocks, the equalization iteration starts with the MMSE equalization without the soft interference cancellation. Each discrete-time symbol at the output of this process is then mapped onto a \( \tilde{S} \)-ary vector of extrinsic probabilities on the CPM signals with tilted phase where \( \tilde{S} = PM^L \) as described in Section 2.1.1. This vector forms the input for the back-end demodulation/decoding iteration between the CPM demodulator and the channel decoder both implemented by the Log-BCJR algorithm as described in Section 2.2. The central CPM demodulator is capable of generating soft information on both the interleaved code bits \( \{\tilde{u}_m\} \) in the form of LLRs \( \{L_e(\tilde{u}_m)\} \) and the discrete-time CPM symbols \( \{c_n\} \) in the form of \( \tilde{S} \)-ary extrinsic probability vectors. The former is used within the soft-information exchange of the back-end iteration, where the latter can be used to compute the expected values \( \{\tilde{c}_n\} \) to be fed-back to the front-end SIC/equalizer after any number of back-end iterations as the a priori information to start the next equalization iteration. The doubly-iterative processing is achieved by this dual coupling of the demodulator with both the equalizer and the decoder. Aforementioned expected interference is not computed using the extrinsic information for the encoded bits from either the demodulator or decoder because the mean values for the discrete-time CPM symbols obtained by exploiting the bit probabilities over the demodulator trellis quickly converge to zero, as shown in Appendix A, and no soft interference cancellation takes place.

The demodulator is implemented by the Log-BCJR algorithm as in Section 2.2.2 where soft outputs are generated on both interleaved code bits and tilted-phase CPM signals for the use of the channel decoder and the front-end equalizer, respectively. The extrinsic information on the interleaved code bits is found as in (2.65) which leads to

\[
L_e(\tilde{u}_{m_c\ell-m_c+j}) = \frac{\sum S(\tilde{u}_i;\tilde{u}_f(j)=+1) e^{\tilde{\sigma}(\ell-1)+\log P(\tilde{y}_\ell|\tilde{y}_f)+\frac{1}{2} \sum_{l\neq j} \tilde{u}_{m_c\ell-m_c+l} L(\tilde{u}_{m_c\ell-m_c+l})+\tilde{\beta}(\ell)}}{\sum S(\tilde{u}_i;\tilde{u}_f(j)=-1) e^{\tilde{\sigma}(\ell-1)+\log P(\tilde{y}_\ell|\tilde{y}_f)+\frac{1}{2} \sum_{l\neq j} \tilde{u}_{m_c\ell-m_c+l} L(\tilde{u}_{m_c\ell-m_c+l})+\tilde{\beta}(\ell)}}
\]

(3.2)

where \( \ell = 1, \ldots, N, j = 1, 2, \ldots, m_c, N = L_u/m_c, \) and \( m_c = \log_2 M \). Here \( \tilde{y}_\ell(i) = \)
\( \hat{y}_{n,\ell-n_s+i} \) and \( y_{\ell}(i) = y_{n,\ell-n_s+i} \) for \( \ell = 1, \ldots, N \), and \( i = 0, 1, \ldots, n_s - 1 \), and given that the state transition from \( s_{\ell-1} \) to \( s_\ell \) produces the \( p \)th tilted-phase CPM signal out of \( \tilde{S} \) signals, \( P(\hat{y}_\ell | y_\ell) \) is found as

\[
P(\hat{y}_\ell | y_\ell) = \frac{\prod_{i=0}^{n_s-1} P(\hat{y}_{n,\ell-n_s+i} | y_{n,\ell-n_s+i} = Y_{i,p})}{\sum_{m=0}^{\tilde{S}-1} \prod_{i=0}^{n_s-1} P(\hat{y}_{n,\ell-n_s+i} | y_{n,\ell-n_s+i} = Y_{i,m})} \tag{3.3}
\]

where \( p = 0, 1, \ldots, \tilde{S} - 1 \) and \( P(\hat{y}_{n,\ell-n_s+i} | y_{n,\ell-n_s+i} = Y_{i,p}) \) denotes the extrinsic probability from the equalizer for the \( i \)th sample at the \( \ell \)th symbol interval assuming that the \( p \)th tilted-phase signal is generated by CPE. It is defined in Section 2.2.2 that \( Y_{i,p} \in \mathcal{Y}_i \) where \( i = 0, 1, \ldots, n_s - 1 \). The state transition term in (2.63) is also modified as

\[
\tilde{\gamma}(s_{\ell-1}, s_\ell) = \log P(\hat{y}_\ell | y_\ell) + \frac{1}{2} \sum_{i=1}^{m_c} \tilde{u}_{m_c \ell-m_c+i} L(\tilde{u}_{m_c \ell-m_c+i}) \tag{3.4}
\]

for \( \ell = 1, \ldots, N \).

Furthermore, the demodulator produces the soft information on the samples for the tilted-phase CPM signal as

\[
P_e(y_{n,\ell-n_s+i} = Y_{i,p}) = \sum_{S(y : y_\ell(i) = Y_{i,p})} e^{\tilde{\alpha}(s_{\ell-1}) + \frac{1}{2} \sum_{j=1}^{m_c} \tilde{u}_{m_c \ell-m_c+j} L(\tilde{u}_{m_c \ell-m_c+j}) + \tilde{\beta}(s_\ell)} \tag{3.5}
\]

where \( \ell = 1, \ldots, N, i = 0, 1, \ldots, n_s - 1, p = 0, 1, \ldots, \tilde{S} - 1 \) and \( S(y : y_\ell(i) = Y_{i,p}) \) denotes the state transition from \( s_{\ell-1} \) to \( s_\ell \) that generates the \( p \)th tilted-phase CPM signal out of \( \tilde{S} \) signals. By normalizing (3.5), the sample probabilities are obtained as

\[
P(y_{n,\ell-n_s+i} = Y_{i,p}) = \frac{P_e(y_{n,\ell-n_s+i} = Y_{i,p})}{\sum_{m=0}^{\tilde{S}-1} P_e(y_{n,\ell-n_s+i} = Y_{i,m})} \tag{3.6}
\]

where \( \ell = 1, \ldots, N, i = 0, 1, \ldots, n_s - 1, \) and \( p = 0, 1, \ldots, \tilde{S} - 1 \). Then, using the relation in (2.14), the mean values exploited by the SIC and TDE are computed as

\[
\bar{c}_{n,\ell-n_s+i} = e^{-\pi j(M-1)(n_s \ell-n_s+i)/n_s} \sum_{p=0}^{\tilde{S}-1} Y_{i,p} P(y_{n,\ell-n_s+i} = Y_{i,p}) \tag{3.7}
\]
for $\ell = 1, \ldots, N$ and $i = 0, 1, \ldots, n_s - 1$.

The detailed presentation of the operation of the channel decoder using the Log-BCJR algorithm is given in Section 2.2.1. After performing the aforementioned double iterations, the estimates for the data bits are computed by taking the sign of the LLRs in (2.58).

3.1.2. SIC/MMSE TDE

Assuming that the MMSE equalization is performed with a time-invariant $L_f$-tap linear filter whose coefficients are collected in the vector at time-$n$ $\mathbf{f}_n$ as

$$
\mathbf{f}_n := \begin{bmatrix}
    f_{n,-F} & f_{n,-F+1} & \cdots & f_{n,0} & \cdots & f_{n,B-1} & f_{n,B}
\end{bmatrix}^T
$$

(3.8)

where $n = 0, 1, \ldots, \tilde{N} - 1$, $F > 0$, $B > 0$, $L_f = F + B + 1$, and defining

$$
\mathbf{r}_n = \begin{bmatrix}
    r_{n+F} & r_{n+F-1} & \cdots & r_{n-B+1} & r_{n-B}
\end{bmatrix}^T,
$$

$$
\mathbf{c}_n = \begin{bmatrix}
    c_{n+F} & \cdots & c_{n+1} & c_n & c_{n-1} & \cdots & c_{n-B-Lc+1}
\end{bmatrix}^T,
$$

$$
\mathbf{v}_n = \begin{bmatrix}
    v_{n+F} & v_{n+F-1} & \cdots & v_{n-B+1} & v_{n-B}
\end{bmatrix}^T,
$$

(3.9)

we can express the received signal model in block form as

$$
\mathbf{r}_n = \tilde{\mathbf{H}}\mathbf{c}_n + \mathbf{v}_n,
$$

(3.10)

where

$$
\tilde{\mathbf{H}} = \begin{bmatrix}
    \tilde{h}_0 & \cdots & \tilde{h}_{Lc-1} & 0 & \cdots & 0 \\
    0 & \tilde{h}_0 & \cdots & \tilde{h}_{Lc-1} & \ddots & \vdots \\
    \vdots & \ddots & \ddots & \ddots & \ddots & 0 \\
    0 & \cdots & 0 & \tilde{h}_0 & \cdots & \tilde{h}_{Lc-1}
\end{bmatrix}
$$

(3.11)
is the $L_f \times (L_f + L_c - 1)$ channel convolution matrix that contains the channel coefficients.

Note that before the equalization, the expected interference computed using the channel matrix in (3.11) and the expected discrete-time CPM signal vector

$$\tilde{\mathbf{c}}_n := \begin{bmatrix} \tilde{c}_{n+F} & \ldots & \tilde{c}_{n+1} & 0 & \tilde{c}_{n-1} & \ldots & \tilde{c}_{n-B-L_c+1} \end{bmatrix}^T \quad (3.12)$$

is removed from the received samples in SIC so as to form the following discrete-time signal with reduced interference,

$$\tilde{\mathbf{r}}_n = \tilde{\mathbf{H}} [\mathbf{c}_n - \tilde{\mathbf{c}}_n] + \mathbf{v}_n. \quad (3.13)$$

In (3.12), the mean value at time $n$ is set as zero to prevent the cancellation of the sample to be detected.

The signal at the output of the MMSE equalizer can be expressed as

$$\hat{c}_n = \mathbf{f}_n^H \left( \tilde{\mathbf{H}} [\mathbf{c}_n - \tilde{\mathbf{c}}_n] + \mathbf{v}_n \right). \quad (3.14)$$

The equalizer coefficient vector that minimizes the MSE cost function

$$J_{\text{MSE}}(\mathbf{f}) = \mathbb{E} \left[ \mathbf{f}^H \left( \tilde{\mathbf{H}} [\mathbf{c}_n - \tilde{\mathbf{c}}_n] + \mathbf{v}_n \right) - c_n \right]^2 \quad (3.15)$$

can be computed as

$$\mathbf{f}_n = \left( \tilde{\mathbf{H}} \mathbb{E} \left[ (\mathbf{c}_n - \tilde{\mathbf{c}}_n)(\mathbf{c}_n - \tilde{\mathbf{c}}_n)^H \right] \tilde{\mathbf{H}}^H + \Sigma_v \right)^{-1} \mathbf{s} = \left( \tilde{\mathbf{H}} [\mathcal{R} - \tilde{\mathbf{c}}_n \tilde{\mathbf{c}}_n^H] \tilde{\mathbf{H}}^H + \Sigma_v \right)^{-1} \mathbf{s} \quad (3.16)$$
where

\[
\mathcal{R} = \mathbb{E}[\mathbf{y}_n \mathbf{y}_n^H] = \begin{bmatrix}
\mathcal{R}_0 & \mathcal{R}_1 & \cdots & \mathcal{R}_{L_c+L_f-2} \\
\mathcal{R}_1 & \mathcal{R}_0 & \cdots & \mathcal{R}_{L_f+L_c-3} \\
\mathcal{R}_2 & \mathcal{R}_1 & \cdots & \mathcal{R}_{L_f+L_c-4} \\
\vdots & \cdots & \cdots & \vdots \\
\mathcal{R}_{L_f+L_c-2} & \cdots & \cdots & \mathcal{R}_0
\end{bmatrix}
\] (3.17)

and \( \mathbf{\Sigma}_v \) are the CPM and noise autocorrelation matrices, respectively. In (3.17), \( \mathcal{R}_i = \mathcal{R}(iT_s) \) where \( \mathcal{R}(\tau) \) denotes the autocorrelation function for the CPM signal in (2.9).

Also the \((L_f + L_c - 1) \times 1\) vector \( \mathbf{s} \) is

\[
\mathbf{s} = \bar{\mathbf{H}} \mathbf{q} - \bar{\mathbf{H}} \mathbf{c}_n \mathbf{c}_n^H 
\] (3.18)

with

\[
\mathbf{q} = \mathbb{E} [\mathbf{c}_n \mathbf{c}_n^H] = \begin{bmatrix}
\mathcal{R}_F & \cdots & \mathcal{R}_1 & \mathcal{R}_0 & \mathcal{R}_1 & \cdots & \mathcal{R}_{B+L_c-1}
\end{bmatrix}^T. 
\] (3.19)

Note that in most linear modulation examples, the transmitted symbols are assumed uncorrelated and independent so that \( \mathcal{R} - \mathbf{c}_n \mathbf{c}_n^H \) reduces to a diagonal matrix as well as \( \mathbf{s} = \bar{\mathbf{H}}^H \left[ \mathbf{0}_{1 \times F} \ 1 \ 0_{1 \times (B+L_c-1)} \right]^T \) where \( \mathbf{0}_{1 \times X} \) is an all-zero row vector with length \( X \).

However, the autocorrelation values for the CPM signals must be taken into account, and each \( \mathcal{R}_i \), for \( 0 \leq i \leq L_f + L_c - 2 \), needs to be re-computed in the presence of different \textit{a priori} information, which also requires the equalizer coefficients to be updated at each time instant.

Note that the computation of the CPM autocorrelations and the matrix inversion in (3.16) make the MMSE equalizer almost as complex as its trellis-based counterpart. To simplify the receiver, time-invariant equalizer coefficients can be computed under either no \textit{a priori} information or complete \textit{a priori} information assumptions as presented in [15]. Under zero \textit{a priori} information (ZAI) assumption, \( \bar{c}_i = 0 \) for all
\( n - B - L_c + 1 \leq i \leq n + F \), and the equalizer vector in (3.16) reduces to

\[
f_{\text{ZAI}} = \left( \tilde{H} R \tilde{H}^H + \Sigma_v \right)^{-1} \tilde{H} q
\]

(3.20)

where the autocorrelations \( R \) in \( \mathcal{R} \) and \( q \) are computed by using (2.9) for binary CPM which is extended for \( M \)-ary CPM in [6] and whose derivation is based on uniformly-distributed modulating bits and thus no \textit{a priori} information. In the full \textit{a priori} information (FAI) scenario, \( \tilde{c}_i = c_i \) for all \( n - B - L_c + 1 \leq i \leq n + F \) and the equalizer coefficient vector becomes

\[
f_{\text{FAI}} = \left( \tilde{H} e e^H \tilde{H}^H + \Sigma_v \right)^{-1} \tilde{H} e
\]

(3.21)

where \( e = \left[ \begin{array}{c} 0_{1 \times F} \ 1_{1 \times (B + L_c - 1)} \end{array} \right]^T \). As presented in the receiver overview, each equalization operation at the front-end is followed by a few back-end CPM demodulation/decoding iterations so that the soft inputs for the equalizer are improved. Thus implementing the equalizer with time-invariant coefficients by assuming no \textit{a priori} information in the initial equalization iterations and then switching to full \textit{a priori} information coefficients in the subsequent iterations is a feasible solution instead of employing the exact implementation of (3.16).

In cases of both the exact and the approximate implementations, extrinsic information for the CPM demodulator needs to be extracted from the MMSE equalizer output. For this purpose, the probability mapper in Figure 3.2 finds the discrete-time representation for the tilted-phase CPM signal using the relation in (2.14) as

\[
\hat{y}_n = \hat{c}_n e^{j \pi (M - 1) n / n_s}.
\]

(3.22)

The equalizer output \( \hat{y}_n \) is assumed as the output of an additive Gaussian noise channel with input \( y_n \) so that

\[
\hat{y}_n = y_n + u_n.
\]

(3.23)
with $\mu$ as the gain of the symbol to be detected and $\nu_n$ as the complex Gaussian noise term [13, 15]. Here, the gain of $c_n$ in (3.14) is expressed as

$$\mu = E[\hat{c}_n c_n^*] = f^H \bar{H} E[(c_n - \bar{c}_n)c_n^*]$$

(3.24)

where $E[(c_n - \bar{c}_n)c_n^*]$ leads to either $q$ or $e$ depending on whether the ZAI or FAI information scenario is considered, respectively. Then, the variance of the decision at time $n_s \ell - n_s + i$ is computed as

$$\sigma_{n_s \ell - n_s + i}^2 = \sum_{p=0}^{\tilde{S}-1} P_{n_s \ell - n_s + i, p} |\hat{y}_{n_s \ell - n_s + i} - \mu Y_{i, p}|^2$$

(3.25)

for $\ell = 1, \ldots, N$, and $i = 0, \ldots, n_s - 1$, where all $P_{n_s \ell - n_s + i, p}$ values are set as $1/\tilde{S}$ under ZAI assumption, and the probabilities $P(y_{n_s \ell - n_s + i} = Y_{i, p})$ in (3.6) from the demodulator are taken into account in the FAI scenario so that $P_{n_s \ell - n_s + i, p} = P(y_{n_s \ell - n_s + i} = Y_{i, p})$. Note that the squared distances between the equalizer output and $\tilde{S}$ possible sample values are considered equal-likely under the former assumption, whereas (3.25) reduces to the distance between the equalizer output and the corresponding sample of the transmitted signal for the latter scenario as expected, when the transmitted signal probability is one. Under both assumptions, a time-invariant variance is computed by averaging the instantaneous values over all symbols as

$$\bar{\sigma}^2 = \frac{1}{N} \sum_{n=0}^{\tilde{N}-1} \sigma_n^2.$$  

(3.26)

Then, using (3.24) and (3.26), the sample probabilities are calculated as

$$P(\hat{y}_{n_s \ell - n_s + i} | y_{n_s \ell - n_s + i} = Y_{i, p}) = \frac{e^{-|\hat{y}_{n_s \ell - n_s + i} - \mu Y_{i, p}|^2 / \sigma^2}}{\sum_{m=0}^{\tilde{S}-1} e^{-|\hat{y}_{n_s \ell - n_s + i} - \mu Y_{i, m}|^2 / \sigma^2}}$$

(3.27)

for $\ell = 1, \ldots, N$, $i = 0, 1, \ldots, n_s - 1$, and $p = 0, 1, \ldots, \tilde{S} - 1$, where (3.27) is employed by the CPM demodulator to compute (3.3).
3.1.3. Complexity Comparison

The implementation with time-invariant equalizer coefficients is considered here for both the complexity analysis and simulation results. The filtering vectors in (3.20) and (3.21) are time-invariant, and are computed only once to find all the equalizer outputs at each iteration. Thus, the computational load of the SIC/equalizer is very low. At each time instant \( n \), the vector \( \tilde{\mathbf{H}}\tilde{e}_n \) has to be computed for the interference cancellation. This can be found by using the results of the convolution of the sequence \( \{\tilde{e}_n\} \) with the channel impulse response \( \{h_l\} \), and removing the terms related to the symbol to be found using \( \tilde{\mathbf{H}} \left[ \mathbf{0}_{1 \times F} \tilde{e}_n \mathbf{0}_{1 \times (B + L_c - 1)} \right]^T \). Assuming complex-valued ISI channel coefficients, number of real multiplications and real additions required for these operations are \( 8L_c \) and \( 4L_c - 2 \), respectively, per sample. After the interference cancellation with \( 2L_f \) real additions, the equalizer filter is applied to obtain the discrete-time output, where the required number of real multiplications and additions for this operation are \( 4L_f \) and \( 4L_f - 2 \), respectively. Then, the total number of real multiplications and additions per equalizer output are \( 4L_f + 8L_c \) and \( 6L_f + 4L_c - 4 \), respectively. Here, the filter length \( L_f \) changes linearly with \( L_c \). Thus, considering that \( \mathbf{f} \) and the sequence \( \{\tilde{e}_n\} \) are available as in [15], the computational complexity of the SIC/MMSE equalizer to find each discrete-time output is increasing linearly with \( L_c \). Furthermore, since the CPE trellis has \( S = PM^{L-1} \) states with \( \tilde{S} = PM^L \) state transitions, the complexity of the CPM demodulator at each trellis instant \( \ell \) regarding the computation of \( \tilde{\gamma}(s_{\ell-1}, s_\ell) \), \( \tilde{\alpha}(s_{\ell-1}) \), and \( \tilde{\beta}(s_\ell) \) terms as described in Section 2.2 and the soft information in (3.2) and (3.5) is \( O(PM^L) \) per back-end iteration. Thus, the total complexity introduced by the SIC/TDE while computing the equalizer outputs and the CPM demodulator while applying the Log-BCJR algorithm becomes \( O(\tilde{N}L_f) + O(L_uPM^L) \) per iteration with an additional complexity of \( O(L_f^3) \) to compute the equalizer coefficients in (3.20) and (3.21) at the initial equalizer iteration.

In the aforementioned conventional TAE receiver, an APP decoder is employed for combined equalization and demodulation, which is again followed by the channel decoder. The SISO equalization/demodulation block and the channel decoder exchange soft information regarding the encoded bits. The state of the combined trellis for the
ISI channel and CPE is

\[ s_{\ell} = [\tilde{x}_{\ell}, \tilde{x}_{\ell-M_c-L+2}, \ldots, \tilde{x}_{\ell-M_c+1}, \ldots, \tilde{x}_{\ell-1}] \] (3.28)

where \( M_c := \lfloor L_c/n_s \rfloor + 1 \) with \( \lfloor \cdot \rfloor \) being the floor operator. The complexity per trellis instant is \( O(\mathcal{P}M_{c+L-1}) \) [15] which grows exponentially in case of longer channel responses, whereas the corresponding complexity increases linearly for the proposed receiver. Complexity from the channel decoder is omitted above because it is common to both receivers.

Depending on the doubly-iterative nature of the proposed receiver, the number of front-end iterations can also be reduced if it is possible to improve the soft information to the SIC/MMSE equalizer sufficiently with several number of back-end iterations. On the other hand, TAE should employ the APP decoder for combined equalization and demodulation at every iteration, where even non-iterative processing is difficult due to a very large super trellis with high memory requirements for \( \tilde{\gamma} \) and \( \tilde{\alpha} \) terms. Moreover, considering channels with very long impulse responses or higher modulation memory for partial-response CPM, the conventional method becomes impractical because of super trellises with huge number of states, which is not the case for the proposed receiver.

### 3.2. EXIT Chart Analysis

![Figure 3.3. Transfer characteristics of the doubly-iterative receiver](image-url)
In this section, convergence behavior of the proposed doubly-iterative receiver is analyzed. The transfer characteristic functions for the system in Figure 3.2 are shown in Figure 3.3. At the back-end of the receiver, CPM demodulator and the channel decoder exchange soft information for the encoded bits, and the convergence behavior between these modules can be observed by using EXIT chart analysis. Here, a two-dimensional graph as in [46] can be obtained by considering constant a priori information from the equalizer to the demodulator, whereas a three dimensional graph as in [47] can also be illustrated to observe the convergence behavior while the a priori information from the equalizer improves. In this section, both graphs are obtained by considering the mutual information between the encoded bits and the LLRs at the output of the demodulator/decoder as described in Section 2.2.3. On the other hand, at the front-end, deinterleaving is not applicable between the equalizer and the demodulator to conduct an EXIT chart analysis as in [46] and [47]. Therefore, simulated trajectories between these modules and the corresponding transfer characteristic curves are obtained using some average information, as described later in this section, and it is shown that performing more than one iteration between the equalizer and the demodulator does not result in any preferable turbo gain, as long as the a priori information from the decoder to the demodulator remains unchanged. Furthermore, switching condition from the ZAI to FAI scenario is determined by using the corresponding equalizer transfer characteristic curves.

In the convergence analysis (and in the BER simulations of the next section), the binary three raised cosine (3RC) CPM scheme of [2] with the main lobe width of \( L \) symbol duration is employed where \( L = 3 \) and \( h = 0.5 \). The channel resolution is \( T_s = T/2 \), number of samples per symbol period is \( n_s = 2 \), and the two-sided bandwidth of the low-pass filter is \( 2/T \) so that more than 99.9 percent of the signal energy is recovered [2]. A rate-1/2 convolutional code with generator polynomial \((64, 74)_8\) is used for channel coding [64]. For multipath fading, eleven-tap quasi-static channels where the tap coefficients are zero-mean complex white Gaussian random variables with exponentially decaying power profile [65] are taken into account. For the quasi-static channels, the variance of the \( l \)th path coefficient is \( e^{-l/2}/(\sum_{m=0}^{10} e^{-m/2}) \) and the corresponding path delay is \( lT_s \) for \( l = 0, 1, \ldots, 10 \). The TDE is implemented with
filter parameters $F = 11, B = 10$, and $L_f = 22$. The complex channel noise is assumed
AWGN with zero mean and variance $\sigma_e^2$.

Both the equalizer and the demodulator generate a length-$\tilde{S}$ probability vector
as the soft output at each symbol interval. Since the corresponding CPM signals are
symmetric so that each signal is equal to the negative of one of the other $\tilde{S} - 1$ sig-
nals, the first equalizer iteration starts with zero interference cancellation by assuming
equal symbol probabilities from the demodulator. Then, the soft information at the
output of these modules is improved by employing doubly-iterative processing so that
the probability of the actually transmitted CPM signal at each symboling interval ap-
proaches 1, where the probabilities for the other $\tilde{S} - 1$ signals go to zero. Considering
unit-amplitude signals as in (2.1), the amplitudes of the mean values computed by
these probabilities also vary from zero to one because of the symmetry conditions, as
the probabilities of the actual signals approach 1. Thus, in order to obtain the char-
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\caption{Transfer characteristic curves for the SIC/TDE at $E_b/N_0 = 3$ and 6 dB}
\end{figure}
the average of the amplitudes of the mean values at the output of the equalizer and the demodulator are considered, which are denoted by $A_E$ and $A_D$, respectively. Here, using the signal probabilities in (3.6) and (3.27), $A_D$ and $A_E$ are computed as

$$A_D = \frac{1}{N} \sum_{\ell=1}^{N} \sum_{i=0}^{n_s-1} \left| \sum_{p=0}^{\hat{S}-1} Y_{i,p} P(y_{n_s \ell-n_s+i} = Y_{i,p}) \right|,$$

(3.29)

$$A_E = \frac{1}{N} \sum_{\ell=1}^{N} \sum_{i=0}^{n_s-1} \left| \sum_{p=0}^{\hat{S}-1} Y_{i,p} P(y_{n_s \ell-n_s+i}|y_{n_s \ell-n_s+i} = Y_{i,p}) \right|,$$

(3.30)

respectively.

The transfer characteristic curves of the equalizers under the ZAI and FAI assumptions by averaging the results for the aforementioned eleven-tap quasi-static multipath fading channels are shown in Figure 3.4, where $E_b/N_0 = 3$ and 6 dB. Given that the $p$th signal transmitted at the $\ell$th symbol interval, sample probabilities $P(y_{n_s \ell-n_s+i} = Y_{i,p})$ from the demodulator are generated artificially for all $Y_{i,p} \in \mathcal{Y}$ by setting the probabilities of the samples corresponding to the $p$th signal as $p_t$ and the rest of the probabilities as $(1-p_t)/(\hat{S}-1)$, where $1/\hat{S} \leq p_t \leq 1$, $\ell = 1, \ldots, N$, and $i = 0, \ldots, N_s-1$. Then, $A_D$ is computed by (3.29) so that it converges from zero to one as $p_t \to 1$. Furthermore, the computed mean values are also employed for the soft interference cancellation, and $A_E$ is found by (3.30) using the probabilities generated by the equalizer. Notice that the correlation coefficients are computed using Laurent’s decomposition with the assumption that all bits are equally-likely. For the equalizer operating under ZAI assumption, this is nearly the case at low $A_D$ values. However, as $A_D$ values approach 1, the case converges to the perfect interference cancellation state, implying that the cross correlations decrease gradually and become eventually zero. Therefore, using symbol correlations in this case at high $A_D$’s causes a slight performance degradation. On the other hand, the equalizer assuming full a priori information assumption and employing (3.21) has a monotonically increasing characteristic curve with better gain, but its performance under inadequate interference cancellation is worse compared to zero information scenario. Moreover the performance gain at high SNRs as $A_D$ increases is more significant than its zero a priori information counterpart. Therefore,
A feasible hybrid strategy for best achievable performance is to employ the former equalizer initially, and then to switch to the latter one as the a priori information to

Figure 3.5. Comparison of the simulated trajectories and the characteristic curves for the TDE and the demodulator at $E_b/N_0=3$ dB

the equalizer is improved. In Figure 3.5, the simulated trajectories at $E_b/N_0 = 3$ dB between the equalizer and the demodulator are illustrated for three different sets of a priori knowledge from the decoder, where the equalizer coefficients are set as (3.21) for $A_D$ values less than 0.4 and as (3.20) for greater values. As proposed in [46], the LLRs $L_a(\tilde{u}_m)$ are generated according to the single-parameter Gaussian model in (2.68) and $I_{Dec}$ values are computed as the mutual information between the encoded bits and the LLRs as in (2.70), by using the conditional PDFs in (2.69) belonging to this model. In Figure 3.5, simulated trajectories tend to follow the path confined between the equalizer and demodulator characteristic curves so that the simulated and semi-analytical results are almost consistent. The transfer characteristic curves for the equalizer are obtained as in Figure 3.4, where the demodulator characteristic curves are found by generating the equalizer outputs artificially. For this purpose, the model
for the equalizer output in (3.14) is considered as

\[ \hat{c}_n = f^H \tilde{r}_n := f^H \tilde{H} e \ c_n + f^H d_n, \]  

(3.31)

where \(d_n\), defined similar to the channel noise vector \(v_n\) in (3.9) as,

\[ d_n = \begin{bmatrix} d_{n+F} & d_{n+F-1} & \ldots & d_{n-B+1} & d_{n-B} \end{bmatrix}^T \]  

(3.32)

contains the i.i.d. additive Gaussian noise terms each with zero-mean and variance \(\sigma^2_d\). Because channel noise terms after low-pass filtering and sampling are assumed to be white at the beginning of this section, the elements of \(d_n\) are also generated as white Gaussian random variables. Note that each \(d_i\) \((i = n + F, \ldots, n - B)\) contains the corresponding channel noise sample \(v_i\) as well as the uncancelled interference for the symbol \(c_n\). Therefore it is assumed that \(\sigma^2_v \leq \sigma^2_d\) where the equality holds in the case of perfect interference cancellation. Here \(D_{\text{min}}\) in (3.30) corresponds to the average squared distance where the parameters for the model in (3.31) are set as \(\sigma^2_d = \sigma^2_v\) and \(f = f_{\text{FAI}}\). Then the equalizer output at each time instant is artificially generated by (3.31), and the symbol probabilities are computed using (3.24), (3.25), and (3.27). Afterwards, these probabilities are fed to the demodulator. Using the same switching condition considered to obtain the simulated trajectories, the discrete-time symbols that give \(A_E\) values (computed by (3.30)) from zero to the output of the equalizer’s characteristic curve for \(A_D = 0.4\) under no \(a\ priori\) information assumption are found by employing (3.20) in (3.31), where the symbols that result in greater \(A_E\) values are generated by inserting (3.21) into (3.31) so that \(A_E\) converges to one as \(\sigma^2_d\) approaches \(\sigma^2_v\). As shown in Figure 3.5, it is not possible to improve the equalizer outputs for \(A_D < 0.4\) due to the lower gain of the equalization method using (3.20). Moreover, for larger \(A_D\) values, it is observed that the equalizer outputs are getting worse after several equalizer/demodulator iterations (see the trajectory for \(I_{\text{Dec}} = 0.35\)). This is because the equalizer outputs are correlated, and deinterleaving is not possible since the interleaving after the CPM modulation destroys the phase continuity [8]. Therefore, it is more convenient to enhance the \(a\ priori\) information from the demodulator to get better equalizer outputs by performing a couple of demodulator/decoder itera-
tions (which improve $I_{\text{Dec}}$), instead of employing more than one equalizer/demodulator iteration with the same $I_{\text{Dec}}$.

In case of back-end iterations, the demodulator transforms the a priori information $\{L_e(\tilde{u}_m)\}$ for the interleaved code bits from the channel decoder to $\{L_e(\tilde{u}_m')\}$, given the tilted-phase CPM signal probabilities from the equalizer. LLRs $\{L_a(\tilde{u}_m)\}$ are generated depending on the model in (2.68), and $I_{\text{Dec}}$ values are computed as in (2.70) using the conditional PDFs in (2.69) belonging to this model, as previously stated. After the output conditional PDFs are determined by histogram measurements, $I_{\text{D} \rightarrow \text{Dec}}$ is computed in the same way, as the mutual information between the encoded bits and the LLRs at the output of the demodulator [46]. Similar procedure is followed to compute $I_{\text{D} \rightarrow \text{Dec}}$ and $I_{\text{Dec}}$ at the input and output of the channel decoder, respectively.

The three-dimensional plot in Figure 3.6 illustrates the EXIT behavior for eleven-tap quasi-static channels at $E_b/N_0 = 3$ dB between the demodulator (upper surface) and the decoder for varying information from the equalizer. The tilted-phase CPM sig-

Figure 3.6. EXIT chart analysis for the back-end iterations of the doubly-iterative receiver with TDE
nal probabilities from the equalizer to the demodulator are generated according to the model in (3.31). The switching condition to decide on employing either (3.20) or (3.21) is the same as in Figure 3.5 while generating the equalizer outputs artificially. Since $A_E$ values reach to one only at high SNRs, $A'_E = A_E / \max(A_E)$ is used in Figure 3.6 instead of $A_E$ for better presentation purposes, where $\max(A_E)$ gives the maximum value for $A_E$. As shown in Figure 3.6, the gap between the demodulator and decoder surfaces becomes wider as better information is provided by the equalizer, and no bottlenecks are encountered after $A'_E = 0.68$. Thus, it is necessary for convergence to terminate back-end iterations after a bottleneck is encountered, and then to perform a new front-end iteration to have a wider gap between the demodulator and decoder curves. In Figure 3.7, starting with the $\sigma^2_d$ value under ZAI assumption that corresponds to the first equalizer iteration with no interference cancellation, three back-end iterations can be performed up to the bottleneck, at which the demodulator produces the inputs to the equalizer that generates better signal probabilities for the next set of back-end iterations, where FAI scenario is considered for $A_D > 0.4$. By updating the probabilities

![Figure 3.7](image.png)

Figure 3.7. Analysis for the front-end and back-end iterations of the doubly-iterative receiver with TDE
from the equalizer following each set of back-end iterations, the convergence is achieved after three front-end iterations.

### 3.3. Simulation Results

In this section, the BER performance of the doubly-iterative receiver with TDE is presented for different number of front- and back-end iterations. Moreover, the BER performance of the proposed receiver is compared to that of the TAE and the case without ISI, as well. As described at the beginning of this chapter, in TAE implementation, soft information is exchanged between the optimal CED and the channel decoder where both modules apply the Log-BCJR algorithm. The parameters used in the BER simulations are selected as those in the EXIT chart analysis so that binary 3RC CPM with $L = 3$ and $h = 0.5$ is considered. Before applying CPM, bits are encoded by rate-1/2 convolutional code with generator polynomial $(64, 74)$. Each data packet consists of 256 bits. Random interleaving is applied since it results in high performance as shown in [8]. The channel resolution is $T_s = T/2$, number of samples per symbol period is $n_s = 2$, and the two-sided bandwidth of the low-pass filter is $2/T$ so that more than 99.9 percent of the signal energy is recovered [2]. The static ISI channel is selected as Proakis’ A [66] with channel tap weights $[0.04 -0.05 0.07 -0.21 -0.5 0.72 0.36 0.00 0.21 0.03 0.07]$. The filter parameters are set as $F = 11$ and $B = 10$ which lead to $L_f = 22$. The channel coefficients are normalized to have unit total energy. The BER performance is also observed in case of eleven-tap quasi-static multipath fading channels (channel I) changing independently at each packet transmission. The channel coefficients are generated as complex Gaussian random variables with exponentially decaying power profile. Here, $\hat{h}_l$ as the $l$th path gain is a zero-mean complex Gaussian random variable with variance being equal to $e^{-l/2}/(\sum_{m=0}^{10} e^{-m/2})$ and the corresponding path delay is $lT_s$ where $l = 0, 1, \ldots, 10$. Furthermore, the six-tap typical urban channel (channel II) model in [22] is considered, where the variances of the complex Gaussian path coefficients are $[0.189 0.379 0.255 0.090 0.055 0.032]$ and the corresponding path delays are $[0 T_s 2T_s 8T_s 12T_s 25T_s]$. In the legends of the figures for the BER performance, the abbreviations FIT and BIT are used to denote the front-end iterations and the back-end iterations, respectively. For instance, “4th FIT
w/ 3 BIT” denotes the fourth execution of one SIC/TDE iteration followed by three demodulator/decoder iterations at the back-end. In consistency with Section 3.2, $A_D$

Figure 3.8. BER performance for no ISI, Proakis’ A channel, and channel I is computed as in (3.29) before each equalizer iteration, and (3.20) is replaced with (3.21) for $A_D$ values greater than 0.4.

The BER performance of the proposed receiver and TAE in Proakis’ A channel and eleven-tap quasi-static channels, and the iterative demodulation and decoding in AWGN channel are presented in Figure 3.8. When the ISI channel is not present, the receiver consists of a CPM demodulator followed by the channel decoder. Both the demodulator and the channel decoder employ the Log-BCJR algorithm. Twelve iterations are run for the turbo CPM demodulation and channel decoding. For doubly-iterative equalization, twelve executions of one FIT followed by one BIT are performed. The TAE performs twelve iterations between CED and the channel decoder. Due to the suboptimality of the proposed receiver, the BER for the first front-end + back-end iteration is below $10^{-5}$ only after 21 dB, for Proakis’ A channel. Thus, after twelve passes of one FIT with one BIT, performance gain is about 15 dB. As shown in Figure
3.8, performance of the proposed receiver is very close to that of TAE in Proakis’ A channel.

The receiver may encounter bottlenecks on convergence without performing more

![Figure 3.9. BER performance in channels I and II](image)

than one front-end equalizer iteration, as also observed in Section 3.2. This behavior can be observed in Figure 3.9, as well. Here, by performing twelve passes of one front-end iteration followed by one back-end iteration, BER values below $10^{-5}$ are observed after 21 dB and 18 dB in channel I channel II scenarios, respectively, where the performance gain compared to performing only one front-end iteration followed by twelve back-end iterations is around 0.7 dB and 1 dB respectively. However, it is not always necessary to employ many equalizer iterations since running sufficient number of back-end iterations improves the *a priori* information for SIC and reduces the number of the front-end iterations. In Figure 3.9, by employing four front-end iterations, where each is followed by three back-end iterations, similar performance is observed compared to twelve passes of one front-end iteration with one back-end
iteration, where the number of equalizer iterations is three times less in the former scenario.
4. DOUBLE TURBO EQUALIZATION OF CPM WITH FREQUENCY DOMAIN PROCESSING

In order to alleviate the high complexity of the CED module in [10] which uses a single super trellis for the optimal detection of CPM over the multipath fading channels and motivated by the near-optimum error performance of the iterative receivers, an alternative CPM receiver is proposed in Chapter 3 where the equalization, CPM demodulation, and channel decoding operations are assigned to three separate SISO blocks and the central demodulator is coupled with both the front-end equalizer and the back-end decoder in a doubly-iterative architecture. The most important feature of this receiver is that a soft-information-aided MMSE TDE is used at its front-end instead of a trellis-based algorithm, which presents a low complexity alternative while still achieving a performance close to the “no interference” bound. Notice that computing the MMSE TDE coefficients requires some cumbersome matrix inversions causing the computational load to be still relatively large in long channel responses. As presented in [19]-[21], by doing the equalization in the frequency domain the complexity can be reduced further while attaining the same and often better performance.

The FDE approach has also been extended to the equalization of CPM in [22], where the FDE is not equipped with any SISO capability and thus is not suitable for turbo processing. The advantages of frequency-domain processing and iterative information exchange are combined in [23], where a SISO BFDE is followed by the SISO CPM demodulator and channel decoder modules in the proposed TLE structure. Here, the soft CPM signal information to start the subsequent equalization iterations are computed from the code bit probabilities obtained from the back-end channel decoder. However, this produces long error bursts due to the inherent modulation memory and thus, the CPM signal probabilities are delivered to BFDE only at certain epochs to break up the error propagation at the expense of obtaining only a slight turbo gain. Moreover, because the proposed FDE operates on blocks of information, it still involves matrix inversions which result in an increased computational cost. For this
reason, herein a soft-information-aided FDE for CPM is proposed which overcomes the disadvantages of that in [23] and replaces the front-end TDE in Figure 3.2, so as to achieve a better error performance with lower computational complexity compared to the methods in both Chapter 3 and [23].

In the proposed receiver, the frequency-domain processing of CPM signals is made possible by inserting a cyclic guard interval longer than the channel memory while maintaining the phase continuity of CPM. The FDE is equipped with an a priori SIC and an APP mapper to generate soft information for the central CPM demodulator. As described in Chapter 3, the decoder used for demodulation computes extrinsic information at its output on both the discrete-time CPM signals and the coded bits. Then, these two soft outputs are employed in a doubly-iterative information exchange where the CPM demodulator is coupled with both the front-end FDE and the back-end decoder. Because the CPM signal probabilities are not computed from the code bit probabilities, the error bursts of [23] due to the modulation memory are not encountered, which results in a significant performance improvement. Moreover, because its implementation does not involve any matrix inversion, the proposed SISO FDE is computationally less complex than the linear equalizers in Chapter 3 and [23]. The doubly-iterative CPM receiver with the FDE is also more feasible compared to the TLE in [23] in attaining faster convergence to low BERs because the number of front-end iterations are decreased by performing several demodulation/decoding iterations per each equalization iteration to improve the equalizer a priori information. This behavior can be justified by two and three dimensional EXIT charts analysis similar to the approach in Section 3.2 presented for the doubly-iterative receiver with TDE.

The rest of the chapter is organized as follows. In Section 4.1, the cyclic guard insertion, the doubly-iterative receiver with FDE, the proposed soft-information-aided FDE algorithm, and the complexity comparisons with alternative receiver structures are presented. A similar comparison in terms of BER simulations is given in Section 4.3 after the convergence analysis in Section 4.2.
4.1. Doubly-Iterative Equalization with Frequency Domain Processing

At the transmitter, a length-$L_b$ data bit sequence with elements $b_i \in \{0,1\}$, $i = 1, \ldots, L_d$, is encoded by a rate-$L_b/L_u$ convolutional code to form $u_m \in \{-1,+1\}$ where $m = 1, \ldots, L_u$. Then $u_m$ are interleaved to $\tilde{u}_m$, which are mapped onto the $M$-ary symbols $x_\ell$ defined in Section 2.1.1 where $\ell = 1, \ldots, N$ with $N = L_u/\log_2 M$. Using these symbols, CPM waveforms are generated and transmitted throughout the multipath fading channel. The receiver observes a noisy linear convolution of the transmitted signals with the multipath fading channel. To make frequency-domain processing possible, the transmitter structure in Figure 3.1 needs to be modified by deploying a new module in between the symbol mapper and the CPE to append a cyclic prefix to the transmitted signal sequence at the expense of an increased redundancy. Here the length of the cyclic prefix, $G$, is chosen as the minimum number of symbol

<table>
<thead>
<tr>
<th>${x_\ell}_{G}^{0}$</th>
<th>${x_\ell}_{G}^{N-G-l_e}$</th>
<th>${x_\ell}_{G}^{N-G-1}$</th>
<th>${x_\ell}_{N-G+1}$</th>
</tr>
</thead>
</table>

Figure 4.1. Modulating sequence with the cyclic prefix

periods to avoid interblock interference due to the multipath channel effects. However, the transmission of CPM signals also requires the preservation of phase continuity within each transmitted block and between consecutive transmitted blocks. Observing the similarity of the CPE to a recursive convolutional encoder, this phase continuity can be attained by inserting two sets of tail symbols of lengths $l_e$ and $l_t$ after the first $N - G + l_t$ modulating symbols and to the end of the whole symbol sequence, respectively. After setting the initial state for the CPE trellis as the zero state in (2.19) before applying the modulating symbol sequence, by choosing $l_t$ as the minimum number of symbols to return to the zero state from any trellis state and $l_e \geq l_t$ as the number of symbols to return to and stay at the zero state, it is assured that the CPE trellis path returns to the zero state at $n = N - G + l_t + l_e$ and $n = N + l_t + l_e$. The symbol sequence with tail symbols becomes $\{x_\ell\}_{1}^{N}$ where $N = N + l_t + l_e$. Then, the length-$G$ cyclic prefix, selected as the last $G$ symbols, is appended to the beginning
of the symbol block as depicted in Figure 4.1 and the new symbol sequence becomes
\( \hat{x}_\ell = x_{(\ell - 1)N + 1}, \ \ell = -G + 1, \ldots, -1, 0, 1, \ldots, \tilde{N}, \) where \((\cdot)_{\tilde{N}}\) stands for the modulo-\(\tilde{N}\) operation. The CPE employs the new symbol sequence \( \hat{x}_{-G+1}^N = \{\hat{x}_\ell\}_{-G+1}^N \) to generate the tilted-phase signal \( y(t, \hat{x}_{-G+1}^N) \) so that \( y(t, \hat{x}_{-G+1}^N) = y(t + \tilde{N}T, \hat{x}_{-G+1}^N) \) on the interval \(-\tilde{GT} < t < 0\). By compensating for the frequency shift in (2.14), the CPM signal is obtained as

\[
c(t, \hat{x}_{-G+1}^N) = y(t, \hat{x}_{-G+1}^N) e^{-j\pi h(M - 1)t/T}, \quad -\tilde{GT} < t < \tilde{NT}. \tag{4.1}
\]

Note that this new sequence ensures that the CPE trellis path for each packet begins and ends at the zero state and therefore no phase discontinuities are encountered during the transitions between consecutive packets. Furthermore, within each packet, the trellis path returns to the zero state after the first \(G\) symbols so that the cyclic guard interval does not disrupt the phase continuity. When \(l_e\) is chosen properly such that \(h\tilde{N}\) is an even integer, (4.1) yields that \( c(t, \hat{x}_{-G+1}^N) = c(t + \tilde{N}T, \hat{x}_{-G+1}^N) \) on the interval \(-\tilde{GT} < t < 0\) since \(e^{-j\pi h(M - 1)(t + \tilde{N}T)/T} = e^{-j\pi h(M - 1)t/T}\).

After the transmission through the ISI channel, the received signal at the base-band using the similar representation in (2.25) is denoted as

\[
r(t) = \sum_{\ell=0}^{L_c-1} \tilde{h}_\ell c(t - lT_s, \hat{x}_{-G+1}^N) + v(t), \quad -\tilde{GT} < t < \tilde{NT}, \tag{4.2}
\]

where \(v(t)\) is the zero-mean AWGN term. After the removal of the prefix and low-pass filtering with a two-sided bandwidth of \(1/T_s\) Hertz, the discrete symbols are obtained by sampling the filter output every \(T_s\) seconds such that the additive noise is still white and there is no aliasing. After sampling, (4.2) becomes

\[
r(nT_s) = \sum_{\ell=0}^{L_c-1} \tilde{h}_\ell c(nT_s - \ell T_s, \hat{x}_{-G+1}^N) + v(nT_s), \quad n = 0, \ldots, \tilde{N} - 1, \tag{4.3}
\]

where \(\tilde{N} = n_s \tilde{N}\). Then, defining \(r_n := r(nT_s), c_n := c(nT_s, \hat{x}_{-G+1}^N), v_n := v(nT_s), \) \(\tilde{h}_0^{\tilde{N}-1} := \{\tilde{h}_n\}_{0}^{\tilde{N}-1}\) that is obtained through zero padding after the first \(L_c\) terms, and
\(c_0^{\tilde{N}-1} := \{c_n\}_{0}^{\tilde{N}-1}\), (4.3) can be rewritten as

\[r_n = \sum_{\ell=0}^{L_c-1} \tilde{h}_\ell c_{(n-\ell)_{ns}} + v_n = [\tilde{h} \cdot c]_n + v_n, \quad n = 0, \ldots, \tilde{N} - 1. \tag{4.4}\]

Here \([\tilde{h} \cdot c]_n\) denotes the \(n\)th element of the circular convolution of the sequences \([\tilde{h}]_{0}^{\tilde{N}-1}\) and \(c_{0}^{\tilde{N}-1}\) whose indices are dropped for notational simplicity.

### 4.1.1. Receiver Overview

![Figure 4.2. Doubly-iterative receiver with FDE](image)

The proposed doubly-iterative CPM receiver with FDE is shown in Figure 4.2. Here \(\hat{c}_n\) is the equalizer output at time \(n\) where \(\hat{y}_n\) corresponds to its tilted-phase counterpart. Furthermore \(y_n\) denotes the \(n\)th sample for the tilted-phase CPM signal and \(\bar{c}_n\) is the mean-value of the \(n\)th CPM signal sample. The \textit{a priori} and extrinsic LLRs for the interleaved code bits are denoted as \(L_a(\tilde{u}_m)\) and \(L_e(\tilde{u}_m)\), respectively. For the data bits, \(\{L_a(b_i)\}\) are the \textit{a priori} LLRs which are always zero and \(\{L(b_i)\}\) are the output LLRs used for the bit decisions. \(\{R_k\}, \{\hat{C}_k\}, \{\hat{C}_k\}\), and \(\tilde{H}_k\) are the \(N\)-point discrete Fourier transforms (DFTs) of \(\{r_n\}, \{\hat{c}_n\}, \{\bar{c}_n\}\), and \(\tilde{h}_n\), respectively. Initially the FDE iteration starts with no \textit{a priori} information, and no interference cancellation takes place. At the output of this process, within each symbol interval, \(n_s\) samples are mapped onto a \(\tilde{S}\) ary vector of extrinsic probabilities so as to start the back-end iterations between the CPM demodulator and the channel decoder as described in Section 3.1.1. The demodulator generates extrinsic information on both the coded bits \(c_n\) in the form of LLRs as in (3.2) and the tilted-phase CPM signals in the form of \(\tilde{S}\) ary vectors as in (3.6) which are used to compute \(\{\bar{c}_n\}\) as in (3.7). The former is exchanged within the back-end iterations, where the latter is used to compute the expected values, \(\bar{y}_n\), to start the next equalization iteration after any number of back-end iterations. The detailed presentation of the operation of the channel decoder using
the Log-BCJR algorithm is given in Section 2.2.1. After performing the aforementioned double iterations, the estimates for the data bits are computed by taking the sign of the LLRs in (2.58).

The front-end equalizer applies DFT, SIC/FDE, and inverse DFT (IDFT) operations consecutively to obtain the outputs from which the soft information to the demodulator is calculated by the probability mapper.

4.1.2. SIC/MMSE FDE

The derivation of the SIC/FDE algorithm is described by presenting its time-domain equivalent first and then the corresponding representation in the frequency domain afterwards. Defining $\mathbf{w} := \{w_n\}_{0}^{\tilde{N}-1}$, $\tilde{\mathbf{c}} := \{\tilde{c}_n\}_{0}^{\tilde{N}-1}$, and $\mathbf{v} := \{v_n\}_{0}^{\tilde{N}-1}$ length-$\tilde{N}$ sequences collecting the equalizer coefficients, the mean values for the discrete CPM symbols, and the noise samples, respectively, and after applying the SIC and equalization filtering to (4.4), the discrete-time output corresponding to the sample at $t = nT_s$ of the transmitted signal $c(t, x_{\tilde{N}G+1})$ is found as

$$\hat{c}_n = [\mathbf{w} \ast \tilde{\mathbf{h}} \ast \mathbf{c}]_n + [\mathbf{w} \ast \mathbf{v}]_n - [\mathbf{w} \ast \tilde{\mathbf{h}} \ast \mathbf{v}]_n + \mu \tilde{c}_n$$

(4.5)

where $\mu = \sum_{\ell=0}^{\tilde{N}-1} w_{\ell} \tilde{h}_{\tilde{N}-\ell}$ is the symbol gain of the $c_n$ terms in $[\mathbf{w} \ast \tilde{\mathbf{h}} \ast \mathbf{c}]_n$ and $\mu \tilde{c}_n$ prevents the cancellation of the symbol information at time $n$. The gain $\mu$ can be computed in both the time-domain and frequency-domain by employing Plancherel’s Theorem, which leads to

$$\mu = \sum_{\ell=0}^{\tilde{N}-1} w_{\ell} \tilde{h}_{\tilde{N}-\ell} = \frac{1}{N} \sum_{k=0}^{\tilde{N}-1} W_k \tilde{H}_k$$

(4.6)

where $W_k$ and $\tilde{H}_k$, $k = 0, 1, \ldots, \tilde{N}-1$, are the $\tilde{N}$-point DFTs of $w_n$ and $\tilde{h}_n$, respectively. The equalization method proposed in this section is the frequency-domain equivalent of the time-domain equalization in (4.5). In the frequency domain, the equalization
The optimum coefficients minimizing (4.8) for the ZAI and FAI cases which correspond to \( C_k = 0 \) and \( C_k = C_k \) assumptions, respectively, are derived in Appendix B as

\[
W_k^{\text{ZAI}} = \frac{\mathbb{E}[|C_k|^2] \tilde{H}_k^*}{\tilde{N} \sigma_v^2 + \mathbb{E}[|C_k|^2]|H_k|^2},
\]

\[
W_k^{\text{FAI}} = \frac{(1 - \frac{1}{\tilde{N}} \sum_{\ell=0}^{\tilde{N}-1} W_k H_\ell) \mathbb{E}[|C_k|^2] \tilde{H}_k^*}{\tilde{N}^2 \sigma_v^2} = \frac{(1 - \mu) \mathbb{E}[|C_k|^2] \tilde{H}_k^*}{\tilde{N}^2 \sigma_v^2},
\]

where * denotes the complex conjugation. Notice that, for simplicity, \( \mathbb{E}[|C_k|^2] \) terms in (4.9) and (4.10) can be replaced by the average

\[
\frac{1}{\tilde{N}} \sum_{k=0}^{\tilde{N}-1} |C_k|^2 = \frac{1}{\tilde{N}} \sum_{k=0}^{\tilde{N}-1} \sum_{\ell=0}^{\tilde{N}-1} c_n c_\ell^* e^{-j2\pi(n-\ell)k/\tilde{N}} = \tilde{N},
\]

which is independent of the index \( k \) and obtained through the symmetry of the DFT.
operation and the unit-amplitude CPM signals. Then, using this replacement and the joint solution of (4.6) and (4.10) for $\mu$ together, the equalizer coefficients in (4.9) and (4.10) for the ZAI and FAI cases simplify to

$$W_{k}^{\text{ZAI}} = \frac{\hat{H}_{k}^*}{\sigma_{v}^2 + |\hat{H}_{k}|^2},$$  
$$W_{k}^{\text{FAI}} = \frac{\hat{H}_{k}^*}{N\sigma_{v}^2 + (1/N)\sum_{\ell=0}^{\hat{N}-1}|\hat{H}_{\ell}|^2},$$

respectively.

The SIC exploits the mean values, $\{\hat{c}_n\}$, which are calculated by the demodulator as shown in (3.7). After performing the DFT operations on (3.7) and (4.4), and computing the frequency-domain outputs with (4.7) by either using (4.12) or (4.13), the time-domain outputs, $\{\hat{c}_n\}$, are found by the IDFT operation. Then, the soft information for CPM demodulator is computed by the probability mapper. For this purpose, the equalizer output with the tilted-phase is found as

$$\hat{y}_n = \hat{c}_n e^{j\pi(M-1)n/n_s}, n = 0, 1, \ldots, \hat{N} - 1,$$

which can be viewed as $\hat{y}_n = \mu y_n + v_n$ as in (3.23) where $\mu$ is the symbol gain presented in (4.6) and $v_n$ is the zero-mean complex additive Gaussian noise [13, 15]. The probability mapper calculates the sample probabilities delivered to the demodulator as

$$P(\hat{y}_{n,\ell-n_s+i}|y_{n,\ell-n_s+i} = Y_{i,p}) = e^{-\frac{|y_{n,\ell-n_s+i}-\mu Y_{i,p}|^2}{\sigma^2}} \sum_{m=0}^{\hat{S}-1} e^{-\frac{|y_{n,\ell-m}-\mu Y_{i,m}|^2}{\sigma^2}}$$

for $\ell = 1, \ldots, \hat{N}$, $i = 0, 1, \ldots, n_s - 1$, $p = 0, 1, \ldots, \hat{S} - 1$, and $Y_{i,p} \in \mathcal{Y}_i$ as described in Section 2.1.1, where $\hat{\sigma}^2$ is the average variance for $v_n$ computed at each equalizer iteration as in (3.26) using the symbol gain in (4.6) and the FDE outputs.

### 4.1.3. Complexity Comparison

The SIC/FDE employs fast Fourier transform (FFT) and inverse FFT (IFFT) operations. Considering that $\hat{N}$ is an integer power of two, FFT or IFFT requires...
\( \tilde{N}\log_2 \tilde{N} \) complex multiplications and approximately those many complex additions [67]. Thus, the number of real multiplications and the real additions (approximately) to obtain all \( R_k \) and \( \tilde{C}_k \) values is equal to \( 8\tilde{N}\log_2 \tilde{N} \), by assuming that the mean values \( \bar{c}_n \) from the CPM decoder are available. Then, given \( W_k, \tilde{H}_k, \) and \( \mu \), (4.7) leads to \( 8\tilde{N} \) real multiplications and 6\( \tilde{N} \) real additions, and the time-domain symbol estimates are obtained after \( 4\tilde{N}\log_2 \tilde{N} \) real multiplications and additions. Thus, the total number of real multiplications and additions per SIC/equalizer iteration are \( 12\tilde{N}\log_2 \tilde{N} + 8\tilde{N} \) and approximately \( 12\tilde{N}\log_2 \tilde{N} + 6\tilde{N} \), respectively. Moreover, at the initial equalization iteration, \( \tilde{H}_k \) values are computed by at most \( 4\tilde{N}\log_2 \tilde{N} \) real multiplications and additions, whereas the computation of \( W_k \) and \( \mu \) for the ZAI and FAI scenarios require \( 10\tilde{N} + 4 \) real multiplications and \( 5\tilde{N} \) real additions.

Table 4.1. Complexity of the SISO Modules Used by the Proposed Receiver, the Receivers in Chapter 3 and [23], and TAE

<table>
<thead>
<tr>
<th></th>
<th>FDE [ ]</th>
<th>TDE [ ]</th>
<th>BFDE [23]</th>
<th>CED [10]</th>
<th>CPM Demodulator</th>
<th>Channel Decoder</th>
</tr>
</thead>
<tbody>
<tr>
<td>Real multiplications</td>
<td>( O(U) + ) ( O(n_i U \log_2 U c) )( O(n_i U P M L) ) ( O(n_i U P M L) )</td>
<td>( O(L_f^2) + ) ( O(n_i U L_f) + ) ( O(n_i U P M L) )</td>
<td>( O(n_i U P M L + M_c + 1) )</td>
<td>( O(n_i U P M L) )</td>
<td>( O(n_i U P M L) )</td>
<td></td>
</tr>
<tr>
<td>and additions</td>
<td>( O(n_i U P M L) ) ( O(n_i U P M L) ) ( O(n_i U P M L) ) ( O(n_i U P M L) )</td>
<td>( O(n_i U P M L) )</td>
<td>( O(n_i U P M L) )</td>
<td>( O(n_i U P M L) )</td>
<td>( O(n_i U P M L) )</td>
<td></td>
</tr>
</tbody>
</table>

\( U, n_i, L_f, M_c, L, M, P, \) and \( l_c \) denote the block length, number of iterations, length of the TDE filter, length of the multipath channel in terms of symbol intervals, memory length of CPM, modulation order, denominator of the modulation index, and the memory length of the convolutional code, respectively.

The approximate computational complexity for the proposed FDE is presented in Table 4.1, along with the TDE proposed in Chapter 3, the BFDE in [23] and the optimal CED in [10] using the Log-BCJR algorithm. Also included in the table are the complexities of the SISO CPM demodulator and the channel decoder so that the complexity comparisons of different turbo architectures using these blocks can be obtained. Here \( n_i, M_c = \lfloor L_c/n_s \rfloor + 1 \), \( l_c \), and \( L_f \) denote the number of iterations, length of the multipath channel in terms of symbol intervals with \( \lfloor . \rfloor \) being the floor operator, the memory length of the convolutional code, and the length of the TDE filters in (3.20) and (3.21) which depend on \( L_c \) linearly, respectively. The example below presents the approximate number of real multiplications and additions required throughout a signal block for the proposed turbo receiver with FDE (turbo FDE) in Figure 4.2, the turbo receiver with TDE (turbo TDE) in Figure 3.2 replacing the front-end FDE in Figure
4.2 by the SISO TDE filter introduced in Section 3.1.2, the TLE in [23] in which the BFDE is followed by the CPM demodulator and the channel decoder modules, and the aforementioned TAE which exchanges soft information between the optimal CED module and the channel decoder where both SISO modules employ the Log-BCJR algorithm.

Example: It is assumed that \( L_d = 126 \) data bits are encoded by a rate-1/2 convolutional code so that \( L_b = 252 \) code bits are obtained, where the memory length of the convolutional code is \( l_c = 3 \). The parameters for the CPM scheme is \( M = 2, \) \( L = 3 \) and \( h = 0.5 \) with \( P = 2 \). To apply the proposed turbo FDE and the TLE in [23], a cyclic guard interval is added to the transmitted block. For this purpose, four tail symbols are inserted as shown in Figure 4.1 where \( l_e = 2 \) and \( l_t = 2 \), and the length of the modulating sequence is \( \bar{N} = 256 \). The turbo receivers with time-domain equalization methods in Chapter 3 and [10] do not require tail symbols and cyclic guard addition so that the length of the modulating sequence is \( N = 252 \). For the multipath fading channel, it is assumed that \( L_c = 11 \), the channel resolution is \( T_s = T/2 \) with \( n_s = 2 \), and, therefore, the maximum tap delay is \( 5T \). After the addition of the cyclic guard interval, the duration of the transmitted packet is \( 261T \) with \( G = 5 \). Thus, the number of extra tail and guard symbols employed by the frequency-domain methods is only \( l_e + l_t + G = 9 \) compared to the time-domain methods. The computational load for the aforementioned turbo receivers are presented in Table 4.2 by using the approximate complexity values in Table 4.1 for the SISO modules deployed by these

<table>
<thead>
<tr>
<th>Receiver</th>
<th>Computational Complexity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Turbo FDE with ( n_f ) front-end</td>
<td>( O(n_s N) + O(n_f n_s N \log_2 n_s N) + O(n_f n_s N P M L) + O(n_i L_b P M L) + O(n_i L_b 2^{l_c+1}) )</td>
</tr>
<tr>
<td>and ( n_i ) back-end iterations</td>
<td></td>
</tr>
<tr>
<td>Turbo TDE with ( n_f ) front-end</td>
<td>( O(L_T^f) + O(n_f n_s N L_T^f) + O(n_f n_s N P M L) + O(n_i L_b P M L) + O(n_i L_b 2^{l_c+1}) )</td>
</tr>
<tr>
<td>and ( n_i ) back-end iterations</td>
<td></td>
</tr>
<tr>
<td>TLE [23] with ( n_i ) iterations</td>
<td>( O(n_i N P M L + M_c \log_2 M_c) + O(n_i L_b 2^{l_c+1}) )</td>
</tr>
<tr>
<td>TAE with ( n_i ) iterations</td>
<td>( O(n_i N P M L + M_c \log_2 M_c) + O(n_i L_b 2^{l_c+1}) )</td>
</tr>
</tbody>
</table>

\( N, S, n_s, L_f, M_c, L, M, P, \) and \( l_c \) denote the length of the modulation sequence, length of the modulation sequence with tail symbols, number of samples per symbol period, length of the TDE filter, length of the multipath channel in terms of symbol intervals, memory length of CPM, modulation order, denominator of the modulation index, and the memory length of the convolutional code, respectively.
receivers. At the first and second rows of Table 4.2, the complexity values for the turbo FDE and turbo TDE are given, respectively. Using the doubly-iterative structure of these receivers, each of the $n_f$ FITs is followed by $n_i/n_f$ BITs so that $n_i$ BITs are performed in total. As in Section 3.3, the TDE filter length is $L_f = 2L_c$. Because the TLE and TAE cannot perform double iterations, all the SISO modules at these receivers are employed throughout $n_i$ iterations, as presented at the third and fourth rows of Table 4.2, respectively. The number of iterations are set as $n_f = 4$ and $n_i = 12$, which are same as the values used for the BER simulations in the present chapter and Section 3.3.

By using the aforementioned parameter values in Table 4.2, it is observed that the number of computations for the proposed turbo FDE at the first row is fewer than the ones for the turbo TDE at the second row, respectively, by adding only nine extra symbols to the transmitted packet. This is because of the cube complexity that comes from the matrix inversion operation in (3.20) and (3.21) for TDE and the dependency of the filter length $L_f$ on the channel length $L_c$. Note that the redundancy for turbo FDE to add the cyclic prefix increases linearly in longer channel impulse responses without any computational change whereas the turbo TDE encounters higher cube complexity. The complexity of TLE does not depend on the length of the channel impulse response. However it is computationally more demanding compared to the proposed turbo FDE as shown at the third row of Table 4.2, depending on the matrix inversions required by the BFDE at each iteration. Moreover, it is not possible to perform double iterations at this receiver to reduce the complexity for equalization. Last row of Table 4.2 shows that the TAE is also more complex compared to the proposed method. Here the complexity of the optimal CED in [10] applied by TAE increases exponentially with the length of the channel impulse response. For the proposed turbo FDE, the length of channel impulse response does not have impact on the complexity in the expense of adding redundancy which increases linearly with the channel memory length. Furthermore, performance of the turbo FDE is better compared to the turbo TDE and TLE and is close to that of TAE, as shown in Section 4.3.
4.2. EXIT Chart Analysis

Convergence behavior of the proposed doubly-iterative receiver with FDE is analyzed using the same method in Section 3.2. The transfer characteristic functions for the SISO modules in Figure 4.2 are shown in Figure 3.3. The method described in Section 2.2.3 to obtain the transfer functions of the SISO decoders at a turbo receiver depends on the availability of uncorrelated \textit{a priori} information at the input of these SISO modules and, therefore, requires the use of an interleaver between the corresponding encoders at the transmitter. However, because interleaving after the CPM modulation destroys the phase continuity, deinterleaving is not applicable between the FDE and CPM demodulator in Figure 4.2. Therefore, the transfer characteristic curve for the FDE is obtained by using the aforementioned average quantities in Section 3.2 which are computed as

\begin{align*}
A_D &= \frac{1}{N} \sum_{\ell=1}^{N} \sum_{i=0}^{n_s-1} \left| \sum_{p=0}^{\hat{S}-1} Y_{i,p} P(y_{n_s \ell-n_s+i} = Y_{i,p}) \right|, \quad (4.15) \\
A_E &= \frac{1}{N} \sum_{\ell=1}^{N} \sum_{i=0}^{n_s-1} \left| \sum_{p=0}^{\hat{S}-1} Y_{i,p} P(\hat{y}_{n_s \ell-n_s+i} | y_{n_s \ell-n_s+i} = Y_{i,p}) \right|. \quad (4.16)
\end{align*}

In (4.16), the probabilities in (4.14) are used where $\mu$ is the symbol gain in (4.6) and $\{\hat{y}_n\}$ are the tilted-phase equalizer outputs obtained from $\{\hat{c}_n\}$ which correspond to the $\tilde{N}$-point IDFT of the FDE outputs $\{\hat{C}_k\}$ in (4.7). $A_D$ and $A_E$ are used as the information measures at the input and output of the equalizer. To obtain the equalizer transfer characteristic curves, sample probabilities $P(y_{n_s \ell-n_s+i} = Y_{i,p})$ in (3.6) from the demodulator are generated artificially for all $Y_{i,p} \in \mathcal{Y}_i$ as described in Section 3.2 by setting the probabilities of the samples corresponding to the $p$th signal as $p_t$ and the rest of the probabilities as $(1 - p_t)/(\hat{S}-1)$ given that the $p$th signal transmitted at the $\ell$th symbol interval, where $1/\hat{S} \leq p_t \leq 1$, $\ell = 1, \ldots, N$, and $i = 0, \ldots, N_s - 1$. Then $A_D$ is calculated in (4.15). Furthermore, the computed mean values are also employed for the soft interference cancellation, and $A_E$ is found by (4.16) using the FDE outputs. The FDE coefficients are set as (4.12) and (4.13) to obtain the transfer characteristic curves for the zero and perfect \textit{a priori} information scenarios, respectively, which are used
to determine the switching condition between these scenarios. For the demodulator transfer characteristic curves, the FDE outputs in (4.7) are generated artificially as

$$\hat{C}_k := \frac{C_k}{N} \sum_{\ell=0}^{N-1} W_{\ell} \tilde{H}_\ell + W_k D_k,$$  \hspace{1cm} (4.17)

where \( \{C_k\} \) multiplied by the gain in (4.6) denote the \( \tilde{N} \)-point DFT of the signal samples \( \{c_n\} \). The FDE coefficients in either (4.12) or (4.13) are used in (4.17) while producing the equalizer outputs artificially. \( \{D_k\} \) are the \( \tilde{N} \)-point DFT of \( \{d_n\} \) which are defined similar to the channel noise samples \( \{v_n\} \) in (4.4) as the i.i.d. additive Gaussian noise terms each with zero-mean and variance \( \sigma_v^2 \). Because channel noise terms after low-pass filtering and sampling are assumed to be white at the beginning of this chapter, the elements of \( \mathbf{d}_n \) are also generated as white Gaussian random variables. Note that each \( d_n \) contains the corresponding channel noise sample \( v_n \) as well as the uncancelled interference for the symbol \( c_n \). Therefore it is assumed that \( \sigma_v^2 \leq \sigma_d^2 \) where the equality holds in the case of perfect interference cancellation. The inputs \( \{\hat{e}_n\} \) to the probability mapper in Figure 4.2 are obtained by taking the \( \tilde{N} \)-point IDFT of \( \{C_k\} \) generated using the model in (4.17), which are used to obtain the probabilities in (4.14) to be delivered to the demodulator and to compute \( A_E \) in (4.16).

As previously shown in Section 3.2, it is more effective in the doubly-iterative architecture to perform back-end demodulator/decoder iterations after each equalizer iteration to improve the demodulator outputs for the next equalizer iteration rather than applying equalizer/demodulator iterations with constant information from the channel decoder. At the back-end of the receiver, CPM demodulator and the channel decoder exchange soft information for the encoded bits, and the convergence behavior between these modules can be observed by using EXIT chart analysis. A two dimensional graph as in [46] can be obtained by considering constant \textit{a priori} information from the equalizer to the demodulator. Moreover, a three dimensional graph as in [47] can also be illustrated to observe the convergence behavior while the \textit{a priori} information from the equalizer improves. In this section, both graphs are obtained by considering the mutual information between the encoded bits and the LLRs at the
output of the demodulator/decoder as described in Section 2.2.3.

In the convergence analysis (and in the BER simulations of the next section), binary 3RC CPM scheme with $L = 3$ and $h = 0.5$ is considered, which employs RC filtering with main lobe width of $L$ symbol duration, as described in [2]. The channel resolution is $T_s = T/2$, number of samples per symbol period is $n_s = 2$, and the two-sided bandwidth of the low-pass filter is $2/T$ so that more than 99.9 percent of the signal energy is recovered [2]. A rate-1/2 convolutional code with generator polynomial $(64, 74)_8$ is used for channel coding [64]. For multipath fading, eleven-tap quasi-static channels where the tap coefficients are zero-mean complex white Gaussian random variables with exponentially decaying power profile are taken into account. The variance of the $l$th path coefficient is $e^{-l/2} / \left( \sum_{m=0}^{10} e^{-m/2} \right)$ and the corresponding path delay is $lT_s$ for $l = 0, 1, \ldots, 10$. The complex channel noise is assumed AWGN with zero mean and variance $\sigma_v^2$.

![Figure 4.3. Transfer characteristic curves for the SIC/FDE at $E_b/N_0 = 3$ and 6 dB](image)

Figure 4.3. Transfer characteristic curves for the SIC/FDE at $E_b/N_0 = 3$ and 6 dB.
The transfer characteristic curves of the equalizers under the ZAI and FAI assumptions by averaging the results for the aforementioned eleven-tap quasi-static multipath fading channels are shown in Figure 4.3, where $E_b/N_0 = 3$ and 6 dB. Notice that the FDE coefficients are computed by setting $\bar{C}_k = 0$ under ZAI assumption which is nearly the case at low $A_D$ values. However, as $A_D$ values approach 1, the case converges to the perfect interference cancellation state, implying that $C_k = C_k$ eventually. Therefore, the FDE assuming ZAI results in more accurate outputs at low $A_D$’s which becomes the case for the FDE employing (3.21) at high $A_D$’s, as illustrated in Figure 4.3. Therefore, a feasible hybrid strategy for best achievable performance is to employ the former equalizer initially, and then to switch to the latter one as the \textit{a priori} information to the equalizer is improved.

![Figure 4.4. EXIT chart analysis for the back-end iterations of the doubly-iterative receiver with FDE](image)

In case of back-end iterations, the demodulator transforms the \textit{a priori} information $\{L_a(\hat{u}_m)\}$ for the interleaved code bits from the channel decoder to $\{L_e(\hat{u}_m)\}$, given the tilted-phase CPM signal probabilities from the FDE. LLRs $\{L_a(\hat{u}_m)\}$ are generated
depending on the model in (2.68), and $I_{\text{Dec}}$ values are computed as in (2.70) using the conditional PDFs in (2.69) belonging to this model, as previously mentioned. After the output conditional PDFs are determined by histogram measurements, $I_{D \rightarrow \text{Dec}}$ is computed in the same way, as the mutual information between the encoded bits and
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**Figure 4.5.** Analysis for the front-end and back-end iterations of the doubly-iterative receiver with FDE

the LLRs at the output of the demodulator [46]. Similar procedure is followed to compute $I_{D \rightarrow \text{Dec}}$ and $I_{\text{Dec}}$ at the input and output of the channel decoder, respectively. The three-dimensional plot in Figure 4.4 illustrates the EXIT behavior at $E_b/N_0 = 3$ dB between the demodulator (upper surface) and the decoder for varying information from the FDE. The tilted-phase CPM signal probabilities from the equalizer to the demodulator are computed by using the FDE outputs generated according to the model in (4.17). The switching condition to decide on employing either (4.12) or (4.13) is the same as in Figure 4.3 while generating the equalizer outputs artificially. Since $A_E$ values reach to one only at high SNRs, $A'_E = A_E / \max(A_E)$ is used in Figure 4.4 instead of $A_E$ for better presentation purposes, where $\max(A_E)$ gives the maximum value for $A_E$. As shown in Figure 4.4, the gap between the demodulator and decoder
surfaces becomes wider as better information is provided by the equalizer, and no bottlenecks are encountered after $A_E = 0.6$. Thus, it is necessary for convergence to terminate back-end iterations after a bottleneck is encountered, and then to perform a new front-end iteration to have a wider gap between the demodulator and decoder curves. In Figure 4.5, starting with the $\sigma_d^2$ value under zero information assumption that corresponds to the first equalizer iteration with no interference cancellation, three back-end iterations can be performed up to the bottleneck, at which the demodulator produces the inputs to the equalizer that generates better signal probabilities for the next set of back-end iterations, where FAI scenario is considered for $A_D > 0.3$. By updating the probabilities from the equalizer following each set of back-end iterations, the convergence is achieved after four front-end iterations.

4.3. Simulation Results

In this section, the BER performance of the proposed turbo FDE is presented for different number of front- and back-end iterations, and is also compared to those of the TAE employing the CED in [10], the turbo TDE in Chapter 3, the TLE in [23], and the performance in AWGN channel. The binary 3RC CPM with $L = 3$ and $h = 0.5$ is considered as in [2] with $n_s = 2$, the two-sided bandwidth of the low-pass filter is $2/T$, and the channel resolution is $T_s = T/2$, as in [23]. The rate-1/2 convolutional code with generator polynomial $(64, 74)_8$ is used, and random interleaving is applied. First, the performance gap between the optimal and the proposed receiver is observed in a mild Proakis’ A channel with coefficients $[0.04 -0.05 0.07 -0.21 -0.5 0.72 0.36 0.00 0.21 0.03 0.07]$, where the delay of the $m$th path is $mT_s$ for $m = 0, 1, \ldots, 10$. The channel coefficients are normalized to have unit total energy. The aforementioned receivers are also compared in a more severe eleven-tap quasi-static channel (channel I) environment with deep spectral nulls, where the tap coefficients are zero-mean complex white Gaussian random variables with exponentially decaying power profile such that the variance of the $m$th path coefficient is $e^{-m/2}/(\sum_{t=0}^{10} e^{-t/2})$ and the corresponding path delay is $mT_s$ for $m = 0, 1, \ldots, 10$. Furthermore, the six-tap typical urban channel (channel II) model in [22] is considered, where the variances of the complex Gaussian path coefficients are $[0.189 0.379 0.255 0.090 0.055 0.032]$ and the corresponding path
delays are \([0 \ T_s \ 2T_s \ 8T_s \ 12T_s \ 25T_s]\). For all the scenarios considered, the information packets start and terminate at the zero state and consist of 256 symbols including the tail coefficients with \(l_e = 2\) and \(l_t = 2\). For channel I and II, the duration of the cyclic guard intervals is \(G = 5\) and \(G = 13\) symbol periods, respectively. The switching condition between ZAI and FAI coefficients is determined by using the corresponding transfer characteristic curves of the FDE in Figure 4.3.

In Figure 4.6, the BER performance of turbo FDE with respect to TAE is depicted for Proakis’ A channel and channel I. Moreover, the performance of turbo FDE in channel I is compared to those of turbo TDE and TLE. Both turbo FDE and TDE exploit double iterations where each FIT is followed by one BIT between the CPM demodulator and the channel decoder. For TLE, the channel decoder feeds soft information to the front-end at each iteration, where there is no significant turbo gain after two iterations, as also described in [23]. The TAE conducts twelve iterations between
the optimal CED and the channel decoder. In AWGN channel scenario, the demodulator and the decoder exchange soft information by performing twelve iterations. The proposed receiver yields very close performance compared to TAE in the mild Proakis’ A channel. In more severe channels with deep spectral nulls such as the ones in channel I scenario, TAE performs much better at the expense of large complexity as shown by the last row of Table 4.2. The turbo FDE performs better than turbo TDE and TLE with less computations which can be verified by comparing the computational load at the first row with those at the second and third rows of Table 4.2, respectively, as also described by the example at the end of Section 4.1.3.

![Figure 4.7. BER performance of turbo FDE in channels I and II](image)

The complexity of the proposed receiver can be further reduced by feeding a priori information to the SIC/equalizer after a few back-end iterations, as shown in Figure 4.7. For both channel I and II, four FITs where each one is followed by three BITs result in the same performance compared to twelve FITs where each one is followed
by one FIT, while the equalizer complexity is three times less for the former scenario. Moreover, by exploiting the SISO capability of FDE, the performance gain of the aforementioned scenarios compared to one FIT followed by twelve BITs is about 1 dB after BER = $1 \times 10^{-5}$ in both channels I and II.
5. ORTHOGONAL ST BLOCK CODING OF CPM ON MULTIPATH FADENG CHANNELS

This chapter presents an ST block coding scheme which preserves the spectral efficiency of CPM perfectly and results in significant diversity gain for the frequency-domain equalization of CPM signals transmitted over the multipath fading channels. Contrary to the methods in [24]-[29] which operate in single-path flat fading channels and depend on the ST coding of the information symbols before the CPM modulation to maintain the phase continuity, the proposed method apply ST block coding to CPM waveforms by assuming slowly-varying multipath fading channels which are almost constant throughout two signal blocks. For this purpose, the scheme in [31] is enhanced to maintain the bandwidth efficiency of CPM so that tail symbols are used to prevent the phase discontinuities during the interblock transitions. Depending on the orthogonality of the proposed scheme, the receiver complexity remains unchanged whereas extra computations are required at the receiver for the methods in [24]-[29] which can be viewed to be equivalent to ST trellis codes. Similar to the proposed method, ST block coding in [30] is also applied directly to the CPM waveforms rather than the information symbols. However, this method is not applicable in the presence of frequency-selective multipath fading channels and it cannot preserve the constant envelope and phase continuity during the interblock transitions which yields that the spectral efficiency cannot be maintained perfectly.

The proposed scheme employs two transmit antennas. After the appropriate low-pass filtering and sampling, the doubly-iterative receiver with FDE in Chapter 4 is applied as in the case of single antenna transmissions depending on the orthogonal ST combining. As shown in Figure 4.2, the receiver consists of a front-end soft-information aided linear FDE filter, a central CPM demodulator, and a back-end channel decoder. The demodulator computes soft information on both the CPM signals and the code bits. Then, these two soft outputs are employed in a doubly-iterative information exchange where the demodulator is coupled with both the FDE filter and the decoder. The
The aforementioned receiver is preferred for its higher performance and lower complexity compared to its counterpart in [23]. By using only one more transmit antenna to apply the proposed ST block coding, it also attains superior performance and less complexity than TAE coupling the optimal CED module in [10] with a back-end SISO decoder for the turbo equalization of the coded CPM, as also verified by BER simulations.

The remainder of this chapter is organized as follows. Section 5.1 describes the proposed ST block coding scheme and presents the orthogonal combining at the receiver with the corresponding FDE filter coefficients. The simulation results are in Section 5.2.

5.1. Orthogonal ST Block Coding of CPM for Frequency-Domain Equalization

The method in [31] proposes an Alamouti-like scheme for linear modulations that combines the ST block coding with frequency-domain equalization. Defining
\[
s_{i,b} := [s_{0,i,b}, s_{1,i,b}, \ldots, s_{N-1,i,b}]^T
\]
as the vector containing the symbols \( s_{n,i,b} \), which are transmitted in the \( b \)-th block from the \( i \)-th antenna for \( b = 0, 2, 4, \ldots, i \in \{1, 2\} \), and \( n = 0, 1, \ldots, N - 1 \), the aforementioned scheme is applied as
\[
\begin{align*}
    s_{1,b+1}(n) &= -s_{2,b}^*((-n)_N), \\
    s_{2,b+1}(n) &= s_{1,b}^*((-n)_N)
\end{align*}
\]
where \( s_{i,b}(n) = s_{n,i,b} \) is the \( n \)-th entry of \( s_{i,b} \), and \((\cdot)^*\) and \((\cdot)_N\) denote the complex conjugate and modulo-\( N \) operations, respectively. Then, to eliminate the interblock interference (IBI) and to obtain a simple representation for FDE, a length-\( G \) cyclic prefix is appended to each block where
\[
G = \max_{1 \leq i \leq 2} \left\lceil \frac{\tau_{N_c,i-1,i}}{T} \right\rceil + 1
\]
with \( \lceil \cdot \rceil \) being the ceiling operation. When the ST coding defined by (5.1) is applied directly to the CPM signal in (2.1), the phase functions that correspond to the first and second
antennas before appending the cyclic prefix are computed as

\[ \varphi(t + NT, x_{1,b+1}) = -\varphi((-t)_{NT}, x_{2,b}) + \pi, \]
\[ \varphi(t + NT, x_{2,b+1}) = -\varphi((-t)_{NT}, x_{1,b}), \]  \hspace{1cm}(5.2)

respectively, which lead to

\[ c(t + NT, x_{1,b+1}) = -c^*((-t)_{NT}, x_{2,b}), \]
\[ c(t + NT, x_{2,b+1}) = c^*((-t)_{NT}, x_{1,b}), \]  \hspace{1cm}(5.3)

respectively, where \( 0 \leq t \leq NT \) and \( x_{i,b} \) is the length-\( N \) symbol sequence for the CPM modulation of the \( b \)th block at the \( i \)th transmit antenna.

As shown in (5.2), for each antenna, the signal phase at the \((b + 1)\)th block is negative compared to the one at the \( b \)th block. However, it is also reversed in time which yields that the phase functions in the consecutive blocks belong to different phase trees and, therefore, exact phase continuity cannot be guaranteed during the interblock transitions. To circumvent this problem, the method in this dissertation is devised properly so that the CPM signals at each transmit antenna are represented by the same phase tree throughout all signal blocks. During interblock transitions and cyclic prefix insertion, tail symbols are used to maintain the constant envelope and phase continuity perfectly. After appropriate processing and sampling at the receiver, an orthogonal discrete representation similar to (5.1) is obtained.

The proposed ST block coding scheme is described in Section 5.1.1 and the modifications for the FDE algorithm in Chapter 4 are presented in Section 5.1.2.

5.1.1. ST Block Coding for CPM

Denoting the length-\( N \) symbol sequences to be detected at the receiver throughout two consecutive blocks as \( x_j, j \in \{1,2\} \), the proposed method modifies these
sequences by inserting redundant symbols to maintain the phase continuity while appending the cyclic prefix and during the interblock transitions. The CPM signal transmitted in the $m$th block interval from the $i$th antenna is produced using the new symbol sequence $\hat{x}_{i,m}$, $m \in \{b, b+1\}$, $i \in \{1, 2\}$, which is obtained from either $x_1$ or $x_2$ together with the tail symbols according to the format illustrated in Figure 5.1. Because of the time reversals, both the front and back parts of $\hat{x}_{i,m}$ are arranged to keep the signal phase continuous while appending a cyclic prefix. The last $l_f$ symbols in Figure 5.1 are for the maintenance of the phase continuity during the interblock transitions. The details on how the new symbol sequences are generated are presented below.

Figure 5.1. Modulating sequence for the ST block coding scheme with the cyclic prefix

<table>
<thead>
<tr>
<th>$\hat{x}_{i,m}(\ell)$</th>
<th>$x_j(\ell-1)$</th>
<th>$l_t$</th>
<th>$l_e$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\ell \geq G-l_t$</td>
<td>$\ell \leq G-l_t$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$x_{i,m}(\ell)$</td>
<td>$x_i(\ell-l_t-2)$</td>
<td>$l_t$</td>
<td>$l_t$</td>
</tr>
<tr>
<td>$\ell \geq G+2$</td>
<td>$\ell \leq N-G+2l_t+2$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$x_{i,m}(\ell)$</td>
<td>$x_j(\ell-1)$</td>
<td>$l_t$</td>
<td>$l_t$</td>
</tr>
<tr>
<td>$\ell \geq N-G+l_e+2l_t+3$</td>
<td>$\ell \leq N+l_t+l_e+2$</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The first element of $\hat{x}_{1,b}$ is a tail symbol to stay at the zero state in (2.19) where the initial state for the CPE trellis is also zero. After the first symbol, proceeding $G-l_t-1$ elements of $\hat{x}_{1,b}$ are set to be equal to the first $G-l_t-1$ symbols in $x_1$ as Figure 5.1 implies. Then $l_t+1$ tail symbols are used to return to and stay at the zero state. For $G+2 \leq \ell \leq N-G+2l_t+2$, the sequence elements are set as $\hat{x}_{1,b}(\ell) = x_1(\ell-l_t-2)$ and, after that, $l_e \geq l_t$ tail symbols are used to return to and stay at the zero state. Last $G-l_t$ symbols in $x_1$ are exploited to obtain $\hat{x}_{1,b}(\ell) = x_1(\ell-l_t-l_e-2)$ where $N-G+l_e+2l_t+3 \leq \ell \leq N+l_t+l_e+2$. Then $l_t$ tail symbols are used to return to the zero state which is followed by $l_f \geq l_t$ tail symbols to go to and stay at the state in (2.20) where the cumulative tilted phase is equal to $\pi$ rather than zero. Similar procedure is applied to obtain $\hat{x}_{2,b+1}$ and $\hat{x}_{2,b}$ using $x_1$ and $x_2$, respectively, whereas the only difference is employing $l_f$ tail symbols at the end to stay at the zero state. The sequence $\hat{x}_{2,b}$ is produced by using $x_2$ where the initial state for the CPE trellis is set as the state in (2.20) with first tail symbol keeping the trellis path at the same state. Then $l_t+1$ and $l_e$ tail symbols shown in Figure 5.1 are used to return to and stay at the state in (2.20) rather than the zero state. Furthermore, $l_t$ tail symbols return the trellis
path to the state in (2.20), whereas the last $l_f$ tail symbols are applied to go to and stay at the zero state. The proposed ST block coding scheme requires the time-reversal of the first $\bar{N} := N + 2l_t + l_e + 2$ symbols at the second antenna transmissions. That is why the tail symbols to make the insertion of a cyclic guard interval possible without phase discontinuities are applied at both the beginning and end of the symbol sequence in Figure 5.1, which is not the case for single antenna transmissions as shown in Figure 4.1. Denoting the overall block length with the cyclic prefix as $N' := \bar{N} + l_f + G$, $l_e$ and $l_f$ are set properly so that $h(M - 1)\bar{N}$ and $h(M - 1)N'$ is an even number which yields that $(\pi h(M - 1)\bar{N})_{2\pi} = (\pi h(M - 1)N')_{2\pi} = 0$. Depending on this property and after appending the cyclic guard intervals, the CPM phase functions for each antenna and block which are obtained from the corresponding tilted-phase functions using the relation in (2.15) are equal to

\[
\begin{align*}
\varphi_{1,b}(t) &:= \varphi(t + (\bar{N} - G)T, \dot{x}_{1,b}), \\
\varphi_{1,b+1}(t + N'T) &:= \varphi(t + (\bar{N} - G)T, \dot{x}_{1,b+1}), \\
\varphi_{2,b}(t) &:= -\varphi(-t + GT, \dot{x}_{2,b}), \\
\varphi_{2,b+1}(t + N'T) &:= -\varphi(-t + GT, \dot{x}_{2,b+1}),
\end{align*}
\tag{5.4}
\]

on the interval $0 \leq t \leq GT$,

\[
\begin{align*}
\varphi_{1,b}(t) &:= \varphi(t - GT, \dot{x}_{1,b}) \\
&= -\varphi_{2,b+1}(-t + (N' + \bar{N} + 2G)T), \\
\varphi_{1,b+1}(t + N'T) &:= \varphi(t - GT, \dot{x}_{1,b+1}) \\
&= -\varphi_{2,b}(-t + (\bar{N} + 2G)T) + \pi, \\
\varphi_{2,b}(t) &:= -\varphi(-t + (\bar{N} + G)T, \dot{x}_{2,b}), \\
\varphi_{2,b+1}(t + N'T) &:= -\varphi(-t + (\bar{N} + G)T, \dot{x}_{2,b+1}),
\end{align*}
\tag{5.5}
\]
on the interval $GT \leq t \leq (\bar{N} + G)T$, and

\begin{align*}
\varphi_{1,b}(t) &:= \varphi(t - GT, \hat{x}_{1,b}), \\
\varphi_{1,b+1}(t + N'T) &:= \varphi(t - GT, \hat{x}_{1,b+1}), \\
\varphi_{2,b}(t) &:= -\varphi(-t + (N' + \bar{N})T, \hat{x}_{2,b}), \\
\varphi_{2,b+1}(t + N'T) &:= -\varphi(-t + (N' + \bar{N})T, \hat{x}_{2,b+1}),
\end{align*}

on the interval $(\bar{N} + G)T \leq t \leq N'T$. For all phase functions in (5.4)-(5.6), phase continuity is maintained since it is assured by tail symbols in Figure 5.1 that the CPE trellis path terminates at and continues from the same state at $t = 0$, $t = GT$, $t = (\bar{N} + G)T$, and $t = N'T$. Contrary to (5.2), because the time-reversal is applied throughout all blocks at the second antenna, the corresponding phase functions belong to the same phase tree which guarantees that the proposed method has no impact on the spectral efficiency of the CPM scheme used. Furthermore, as shown in Appendix C, the time-reversed phase functions can be produced by a finite-state machine as in (2.2) so that it is not necessary to store and then reverse the real-time CPM signals.

Using the phase functions above, the corresponding ST-block coded CPM signals are produced as

\begin{align*}
c_{1,b}(t) &:= e^{j\varphi_{1,b}(t)}, \\
c_{1,b+1}(t + N'T) &:= e^{j\varphi_{1,b+1}(t+N'T)}, \\
c_{2,b}(t) &:= e^{j\varphi_{2,b}(t-T_s)}, \\
c_{2,b+1}(t + N'T) &:= e^{j\varphi_{2,b+1}(t-T_s+N'T)},
\end{align*}

respectively, on the interval $0 \leq t \leq N'T$. Here a time shift of $T_s$ seconds is applied to the signals transmitted from the second antenna, which is necessary to obtain an appropriate discrete representation at the receiver. The tail symbol following the first $G$ symbols in Figure 5.1 compensates for the disrupting effects of the aforementioned time shift on the phase continuity while adding the cyclic guard intervals to the time-reversed signals at the second antenna.
At the receiver, after applying low-pass filtering with a two-sided bandwidth of $1/T_s$ and sampling with a period of $T_s = T/n_s$, a discrete representation is obtained. Defining

$$
c_{1,n} := e^{j\varphi(nT_s + T_s/2, x_{1,b})},
$$

$$
c_{2,n} := e^{j\varphi(nT_s + T_s/2, x_{1,b+1})}
$$

(5.8)

for $n = 0, 1, \ldots, \tilde{N} - 1$ with $\tilde{N} = n_s\tilde{N}$, where the initial state while producing the CPM signals in (5.8) is set as the zero state in (2.19), and using the properties of the symbol sequences shown in Figure 5.1 and the phase functions in (5.4)-(5.6), the signals in (5.7) lead to

$$
c_{1,b}(nT_s + T_s/2 + GT) = c_1(n),
$$

$$
c_{1,b+1}(nT_s + T_s/2 + GT) = -c_2(n),
$$

$$
c_{2,b}(nT_s + T_s/2 + GT) = c_2^*((-n)\tilde{N}),
$$

$$
c_{2,b+1}(nT_s + T_s/2 + GT) = c_1^*((-n)\tilde{N}),
$$

(5.9)

respectively, for $n = 0, 1, \ldots, \tilde{N} - 1$ where $\tilde{N} = n_s\tilde{N}$. Depending on the discrete representation in (5.9), after the removal of cyclic guard interval at the beginning and the last $l_f$ transition periods at the end of each block, the $\tilde{N}$-point DFT of the samples of the received signals at the $b$th and $(b+1)$th blocks are found as

$$
R_b = \Lambda_1 C_1 + \Lambda_2 C_2^* + V_b,
$$

$$
R_{b+1} = -\Lambda_1 C_2 + \Lambda_2 C_1^* + V_{b+1},
$$

(5.10)

respectively, $R_b$ is the $\tilde{N} \times 1$ vector of DFT coefficients for the received signal samples at the $b$th block, $\Lambda_i$ is a $\tilde{N} \times \tilde{N}$ diagonal matrix whose $(k, k)$th entry is equal to the $k$th coefficient after taking the DFT of $[h_{0,i}, h_{1,i}, \ldots, h_{\tilde{N}_c - 1,i}, 0]_1 \times (\tilde{N} - \tilde{N}_c,i)$ with $h_{\ell,i}$, $i \in \{1, 2\}$, $\ell = 0, 1, \ldots, \tilde{N}_c - 1$, being the $\ell$th channel path gain for the $i$th antenna and $0_{1 \times M}$ denoting a length-$M$ all-zero row vector, $C_j$ is the $\tilde{N} \times 1$ vector of DFT coefficients for the vector $c_j = [c_{j,0} c_{j,1} \ldots c_{j,\tilde{N} - 1}]^T$ with $j \in \{1, 2\}$ including the samples in (5.8),
and \( \mathbf{V}_b \) is the vector of the DFT coefficients for the additive white Gaussian noise (AWGN) terms at the \( b \)th block interval with zero mean and the variance being equal to \( \sigma_v^2 \). Then by applying the orthogonal ST combining as

\[
\mathbf{R} = \begin{bmatrix}
\Lambda_1 \mathbf{R}_b + \Lambda_2 \mathbf{R}_{b+1}^*
\Lambda_2 \mathbf{R}_b^* - \Lambda_1 \mathbf{R}_{b+1}^*
\end{bmatrix} = \begin{bmatrix}
\Lambda & 0
0 & \Lambda
\end{bmatrix}
\begin{bmatrix}
\mathbf{C}_1
\mathbf{C}_2
\end{bmatrix} + \begin{bmatrix}
\tilde{\mathbf{V}}_1
\tilde{\mathbf{V}}_2
\end{bmatrix} \tag{5.11}
\]

\( \mathbf{C}_1 \) and \( \mathbf{C}_2 \) are decoupled without the loss of optimality, where the \((k, k)\)th entry of the \( \tilde{\mathbf{N}} \times \tilde{\mathbf{N}} \) diagonal matrix \( \mathbf{A} \) is equal to \(|\Lambda_1(k, k)|^2 + |\Lambda_2(k, k)|^2 \) and \( \tilde{\mathbf{V}}_j \) is the noise vector added to the \( j \)th block of signal to be equalized, which has an autocorrelation matrix being equal to \( \tilde{\mathbf{N}} \sigma_v^2 \mathbf{A} \).

### 5.1.2. Frequency-Domain Equalization for ST Block-Coded CPM

After the ST combining in (5.11), MMSE FDE filtering in Chapter 4 is applied as in case of single antenna transmission with the same computational complexity. The only differences are replacing the channel coefficients with \( \mathbf{A}(k, k) \) and setting the noise variance as \( \tilde{\mathbf{N}} \sigma_v^2 \mathbf{A}(k, k) \) while computing the \( k \)th MMSE filter coefficient in the frequency domain, where the application of SIC/MMSE FDE filtering to (5.11) as in (4.7) leads to

\[
\begin{bmatrix}
\hat{\mathbf{C}}_1 \\
\hat{\mathbf{C}}_2
\end{bmatrix} = \begin{bmatrix}
\mathbf{W} & 0 \\
0 & \mathbf{W}
\end{bmatrix} \mathbf{R} - \begin{bmatrix}
\mathbf{W} & 0 \\
0 & \mathbf{W}
\end{bmatrix} \begin{bmatrix}
\Lambda & 0 \\
0 & \Lambda
\end{bmatrix} \begin{bmatrix}
\mathbf{C}_1 \\
\mathbf{C}_2
\end{bmatrix} + \mu \begin{bmatrix}
\mathbf{C}_1 \\
\mathbf{C}_2
\end{bmatrix} \tag{5.12}
\]

where the \((k, k)\)th entry of the \( \tilde{\mathbf{N}} \times \tilde{\mathbf{N}} \) diagonal matrix \( \mathbf{W} \) is equal to \( \mathbf{W}(k, k) = W_k \) being the \( k \)th FDE coefficient. In (5.12), \( \tilde{\mathbf{C}}_j(k) \) is the \( k \)th coefficient after taking the \( \tilde{\mathbf{N}} \)-point DFT of the \( \tilde{\mathbf{N}} \times 1 \) vector \( \tilde{\mathbf{c}}_j, j \in \{1, 2\} \), containing the mean values for the \( j \)th block of signal samples which are produced by the CPM demodulator as in Figure 4.2. Furthermore, the symbol gain \( \mu \) is computed as in (4.6) leading to

\[
\mu = \frac{1}{\tilde{\mathbf{N}}} \sum_{k=0}^{\tilde{\mathbf{N}}-1} \mathbf{W}(k, k) \mathbf{A}(k, k). \tag{5.13}
\]
Using the doubly-iterative structure presented in Section 4.1.1, the FDE filter coefficients must be updated at each equalizer iteration since \( \bar{C}_i \) changes at each iteration. However, this complexity is reduced as described in Section 4.1.1 and Appendix B by computing two different sets of equalizer coefficients under either FAI or ZAI scenarios which correspond to \( \bar{C}_j = 0_{N \times 1} \) and \( \bar{C}_j = C_j \), respectively, and by starting the initial FDE iterations with the ZAI coefficients and then switching to the FAI coefficients after a few iterations. Using the same procedure described in Appendix B by replacing \( \tilde{H}_k \) with \( \Lambda(k, k) \) and updating the variance of the \( k \)th additive noise term in the frequency domain as \( N \sigma_v^2 \Lambda(k, k) \), the FDE coefficients after the ST combining are computed under the ZAI and FAI assumptions as

\[
W^{\text{ZAI}}(k, k) = \frac{1}{\Lambda(k, k) + \sigma_v^2}, \tag{5.14}
\]

\[
W^{\text{FAI}}(k, k) = \frac{1}{\tilde{N} \sigma_v^2 + (1/\tilde{N}) \sum_{m=0}^{\tilde{N}-1} \Lambda(m, m)}, \tag{5.15}
\]

respectively. The equalizer outputs \( \tilde{c}_1 \) and \( \tilde{c}_2 \) in time domain are obtained by applying \( \tilde{N} \)-point IDFT operation to \( \tilde{C}_1 \) and \( \tilde{C}_2 \), respectively, which are exploited to compute sample probabilities in (4.14) delivered to the demodulator for each signal block. The switching condition from the ZAI to FAI coefficients are determined by comparing the transfer characteristic curves of the FDE filter for each scenario, as in Figure 4.3 by computing \( A_D \) and \( A_E \) as in (4.15) and (4.16), respectively, where the mean values from the CPM demodulator are generated artificially as described in Section 4.2. The convergence analysis for back-end iterations is also the same as in Section 4.2.

### 5.2. Simulation Results

In this section, the BER performance of the proposed orthogonal ST block coding scheme for CPM which is combined with the turbo FDE method in Chapter 5 is presented for different number of front- and back-end iterations, and is also compared to the case without ST combining, to the performance of TAE cascading the SISO optimal CED module in [10] with a back-end channel decoder, and to the performance for the coded CPM in AWGN channel where the receiver consists of a SISO demodulator.
followed by a SISO decoder. The 3RC CPM with $L = 3$ and $h = 0.5$ is considered as in [2] with $n_s = 2$, the two-sided bandwidth of the low-pass filter is $2/T$, and the channel resolution is $T_s = T/2$, as in [23]. The rate-1/2 convolutional code with generator polynomial $(64, 74)$ is used and random interleaving is applied. The aforementioned methods with turbo equalizers are compared in an eleven-tap quasi-static channel environment, where the tap coefficients are zero-mean complex white Gaussian random variables with exponentially decaying power profile such that the variance of the $m$th path coefficient is $e^{-m/2}/(\sum_{l=0}^{10} e^{-l/2})$ and the corresponding path delay is $mT_s$ for $m = 0, 1, \ldots, 10$.

Figure 5.2. BER performance for the turbo FDE with/without ST combining, TAE, and no ISI scenario

In Figure 5.2, the BER performance of the turbo FDE with the ST combining is compared to the those of the turbo FDE without the ST combining and the TAE by using the aforementioned multipath fading channels. The turbo FDE exploits double iterations where each FIT is followed by one BIT between the CPM demodulator and the channel decoder whether the proposed ST coding scheme is applied or not. The
TAE conducts twelve iterations between the optimal CED and the channel decoder. In AWGN channel scenario, the demodulator and the decoder exchange soft information by performing twelve iterations. As shown in Figure 5.2, after applying the ST block coding scheme, the error performance of the turbo FDE is improved significantly where the performance gap is almost 5 dB at BER $= 1 \times 10^{-3}$ after the twelve FITs with each being followed by one BIT. Furthermore, the performance of the turbo FDE with ST coding is also much better than that of the TAE in the expense of deploying only one more transmit antenna. On the other hand, the receiver complexity for TAE is exponentially increasing by the length of the channel because of the trellis-based CED module it employs. The complexity for the FDE filter is independent of the channel memory.

![Figure 5.3. BER performance for the turbo FDE with ST combining](image)

The complexity of the proposed receiver can be further reduced by feeding a priori information to the SIC/equalizer after a few BITs, as shown in Figure 5.3. For the eleven-tap multipath fading channels, four FITs where each one is followed by
three BITs result in the same performance compared to twelve FITs where each one is followed by one BIT, while the equalizer complexity is three times less for the former scenario, as in Section 4.3. Moreover, by exploiting the SISO capability of FDE, the performance gain of the aforementioned scenarios compared to one FIT followed by twelve BITs is about 0.75 dB after BER= $1 \times 10^{-3}$. In this way, the overall complexity of the turbo FDE is reduced while its performance with ST coding is significantly better than TAE.
6. ST PRE-EQUALIZATION OF CPM ON MULTIPATH FADING CHANNELS

Optimal joint equalization and demodulation of CPM on frequency-selective multipath fading channels entails an intensive search over a single super trellis, which combines the memory effects of both the modulator and the intersymbol interference (ISI) channel [10]. Application of the reduced-state adaptive trellis search algorithms as in [16, 17] for the joint detection of CPM results in lower complexity and does not require channel state information (CSI). However, the computational load could still be prohibitively large to obtain a good performance for channels with long impulse responses. To circumvent the complexity limitations of the aforementioned methods, the receivers proposed in Chapter 3 and 4, [18], [22], and [23] separate the equalization and demodulation functions and employ a linear equalizer at the front-end before the trellis-based CPM demodulation.

Application of channel precoding (or pre-equalization) at the transmitter reduces the complexity further for receivers with limited resources [32]. TH-type precoders in [33, 34] employ modulo-arithmetic operations to maintain the stability of the transmitter, whereas direct application of the TH method to phase-modulated waveforms results in large envelope fluctuations and destroys the spectral efficiency. As previously mentioned, dimension partitioning is applied to MSK in [36]. However, this type of pre-equalization is not applicable to other CPM schemes in general since they cannot be represented by square signal constellations. Furthermore, frequency-domain pre-equalizers in [37] and [38], and combined equalizers in [39] and [40] that consider pre-equalization at the transmitter and post-equalization at the receiver to increase the channel capacity rather than to reduce the receiver complexity cannot manage to maintain the spectral efficiency of CPM since they result in variations in the signal envelope and discontinuities in the signal phase. Although the precoders proposed for CPM in [41]–[45] exhibit good spectral efficiency, these methods aim to equalize the inherent ISI due to modulation memory and are not applicable for multipath channels.
This chapter presents a ST pre-equalization scheme for CPM which maintains the spectral efficiency while mitigating the ISI effects of the multipath fading channels. By applying a selection diversity technique, one of the antennas is chosen for the transmission of the CPM signal while the rest of the antennas are used to transmit the precoded signals to suppress the ISI. The signals for ISI cancellation are shaped as the CPM signal added to a residual signal with small envelope variations such that the narrow-band property of CPM is satisfied by attaining a PAPR close to one. The proposed method considers a time-division duplex (TDD) system where the transmitter and the receiver operate alternately in the same frequency band. Then, by assuming a slowly-varying multipath fading process that is approximately constant throughout two data packets, channel information that is obtained from the received packets is used to pre-equalize the transmitted packets since the forward and reverse radio frequency (RF) links are reciprocal according to the reciprocity theorem [69, 70]. The proposed scheme depends on the approximation of CPM signals by using nSnOEE in [57], which provides high accuracy and low complexity by employing a few basis functions as described in Section 2.1.2. For pre-equalization, the ISI is computed and projected onto the basis functions, where the projection coefficients are truncated using modulo-arithmetic operations as in TH-type precoding to ensure stability. In the modulo operations, a scaling parameter is employed to shorten the range of values for the truncated coefficients, which is computed depending on the proposed transmit selection diversity scheme. Then, the truncated projection coefficients are used to obtain the spectrally-efficient signals for ISI cancellation. At the receiver, perfect synchronization is assumed, and a bank of filters matched to the aforementioned basis functions is employed. The only channel information that must be determined is the amplitude of the fading path with the smallest propagation delay between the selected transmit antenna and the receive antenna, which is estimated by using a training sequence. After applying modulo operations, the projection coefficients for CPM signals are estimated and fed to the CPM demodulator.

An upper bound on the error performance of the proposed system is computed depending on the modulo operation errors at the receiver. The effect of the number of transmit antennas on the spectral efficiency of the system is analyzed. In the sim-
ulations, the envelope variations and the power spectrum of the precoded signals are depicted for different values of the system parameters. BER performance is presented for different number of antennas and different channel and bandwidth scenarios. The upper bound is shown to be consistent with the simulation results. Because transferring the equalization functions reduces the complexity significantly, a turbo receiver is also considered for coded CPM by performing iterations between the CPM demodulator and the channel decoder, which are both implemented by the Log-BCJR algorithm as described in Section 2.2.

The remainder of this chapter is organized as follows. Section 6.1 presents the proposed channel precoding scheme and the design of the training sequence. Analyses for the error performance and the number of transmit antennas required by the system are described in Section 6.2. Section 6.3 presents the simulation results.

### 6.1. Space-Time Pre-Equalization of Continuous Phase Modulation

At the beginning of this section, the TH-type pre-equalization of CPM in the presence of a single transmit antenna is described while the resulting precoded signal is stated to encounter large envelope variations that disrupt the spectral efficiency. Then, the space-time pre-equalizer is proposed so as to alleviate the envelope variations of the precoded signals by using a scaling factor that is determined depending on a transmit selection diversity scheme. The selected antenna transmits the CPM signal while the rest of the antennas transmit the spectrally-efficient precoded signals that are used to suppress the ISI at the receiver. At the end of the section, the design of the training sequence to estimate the amplitude of the first fading path between the selected transmit antenna and the receive antenna is presented. This amplitude information is the only channel parameter that must be known for the detection of CPM signals at the receiver.

The multipath channel in (2.23) fades slowly such that it is assumed to be time-
invariant throughout the duration of two data packets and is represented as

\[
h(t) = \sum_{\ell=0}^{L_c-1} h_\ell \delta(t - \tau_\ell) \tag{6.1}
\]

where \(L_c\) is the number of paths, \(h_\ell\) and \(\tau_\ell\) are the fading coefficient and the propagation delay for the \(\ell\)th path, respectively, and \(h_\ell = \rho_\ell e^{j\theta_\ell}\) with \(\rho_\ell\) and \(\theta_\ell\) denoting the amplitude and the phase of the \(\ell\)th path, respectively. The proposed method requires that the ISI on a symbol interval depends on the past symbols only, as in [35] and [36]. Therefore, it is assumed that \(\tau_\ell - \tau_0 \geq T\) for \(\ell = 1, \ldots, L_c - 1\). For simplicity, \(\tau_0\) is assumed to be zero in the rest of the paper. Similar to [35] and [36], the channel information is perfectly obtained from the received packet at the transmitter and is used for pre-equalization of the downlink packet.

For the single antenna transmission, the CPE output signal \(y(t, x_1^k)\) in (2.14) is pre-equalized to form \(z(t)\). The ISI signal obtained after the transmission of \(z(t)\) through the multipath fading channels is expressed as

\[
I(t) = \sum_{\ell=1}^{L_c-1} h_\ell z(t - \tau_\ell) \tag{6.2}
\]

assuming that the channel coefficients \(h_\ell\) are properly scaled to compensate for the shift in (2.14). A linear precoder with a transfer function equal to the inverse of the channel transfer function yields \(z(t) = e^{-j\theta_0}(y(t, x_1^k) - I(t))/\rho_0\) and results in perfect ISI cancellation without any processing at the receiver. However, such a precoder is not stable unless all the zeros of the channel transfer function are inside the unit circle [35, 36]. To circumvent the stability problems, a non-linear precoder can be used, as in TH-type precoding. For this purpose, time-invariant complex coefficients are obtained by the projection of \(I(t)\) in (6.2) onto the orthonormal basis functions in (2.27), which leads to

\[
I_{k,i} = \int_{(k-1)T}^{kT} I(t)\phi_i^*(t - (k - 1)T)dt, \quad i = 1, \ldots, N_b, \tag{6.3}
\]
at the $k$th symbol interval. Furthermore, the coefficients in (6.3) are divided by the amplitude of the first fading path, $\rho_0$, i.e.,

$$\tilde{I}_{k,i} = I_{k,i}/\rho_0, \quad i = 1, \ldots, N_b,$$

(6.4)
to compensate for the scaling effect of $\rho_0$ after the transmission over the ISI channel. Then, modulo-2$\tilde{\mu}A_i$ and modulo-2$\tilde{\mu}B_i$ operations are applied to truncate the real and imaginary parts of $\tilde{I}_{k,i}$, respectively, to ensure stability. Here, $\tilde{\mu} \geq 1$ is the factor that defines the range of the modulo operations and

$$A_i = \max_{1 \leq m \leq PM_L} \Re(|\lambda_{m,i}|),$$

(6.5)

$$B_i = \max_{1 \leq m \leq PM_L} \Im(|\lambda_{m,i}|)$$

(6.6)

where $\lambda_{m,i} \in \Lambda_m$ and $i = 1, \ldots, N_b$. Then, the CPM signal in (2.14) can be precoded at the $k$th symbol interval as

$$z(t) = e^{-j\tilde{\rho}_0} \left[ y(t, x_{k}^T) - \sum_{i=1}^{N_b} (\tilde{I}_{k,i} + \zeta_k 2\tilde{\mu}A_i + j\xi_k 2\tilde{\mu}B_i) \phi_i(t-(k-1)T) \right], \quad (k-1)T \leq t \leq kT$$

(6.7)

where $e^{-j\tilde{\rho}_0}$ compensates for the phase distortion of the first path, and $\zeta_k$ and $\xi_k$ are integers such that $(\Re(\tilde{I}_{k,i}) + \zeta_k 2\tilde{\mu}A_i)$ and $(\Im(\tilde{I}_{k,i}) + \xi_k 2\tilde{\mu}B_i)$ lie in the intervals $[-\tilde{\mu}A_i, \tilde{\mu}A_i]$ and $[-\tilde{\mu}B_i, \tilde{\mu}B_i]$, respectively.

The received signal can be represented as

$$r(t) = h_0 z(t) + I(t) + v(t)$$

(6.8)

where $v(t)$ is the AWGN with zero mean and two-sided power spectral density $N_0/2$. If a bank of filters matched to the orthonormal basis functions is applied to $r(t)$ in (6.8) at the $k$th signalling interval, the projection coefficients are obtained as

$$r_{k,i} = \int_{(k-1)T}^{kT} r(t) \phi_i^*(t-(k-1)T) dt = \rho_0 \tilde{a}_{k,i} - \zeta_k 2\tilde{\mu} \rho_0 A_i - j\xi_k 2\tilde{\mu} \rho_0 B_i + v_{k,i}$$

(6.9)
where the AWGN term \( v_{k,i} = \int_{(k-1)T}^{kT} v(t) \phi_i^*(t-(k-1)T) dt \) has zero mean and variance \( N_0 \), and \( E[v_{k,i}v_{k,l}^*] = 0 \) if \( i \neq l \). The real and imaginary parts of \( \rho_0 \tilde{a}_{k,i} \) can be estimated by applying modulo-2\( \tilde{\mu} \rho_0 A_i \) and modulo-2\( \tilde{\mu} \rho_0 B_i \) operations to those of \( r_{k,i} \), respectively. Because \( A_i \) and \( B_i \) denote the maximum absolute values that are obtained from the real and imaginary parts of the CPM projection coefficients for the \( i \)th basis function, respectively, no signal information is lost at the receiver when the additive noise is zero. However, the basis functions with the truncated coefficients in (6.7) result in huge envelope fluctuations and, thus, \( z(t) \) cannot attain the narrow-band property of a CPM signal.

The ST pre-equalizer is proposed to meet the bandwidth requirements of CPM with small envelope variations, which uses a transmit selection diversity scheme to replace the signal for ISI cancellation in (6.7) by the CPM waveform in (2.14) and a residual signal. The signal for ISI cancellation is obtained as follows.

Considering \( N_T \) transmit antennas, the ISI in (6.2) is modified as

\[
I(t) = \sum_{p=1}^{N_T} \sum_{\ell=1}^{L_c-1} h_{\ell,p} z_p(t - \tau_{\ell,p}) \tag{6.10}
\]

where \( h_{\ell,p} \) is the \( \ell \)th path coefficient that corresponds to the \( p \)th antenna with \( h_{\ell,p} = \rho_{\ell,p} e^{j\theta_{\ell,p}}, \tau_{\ell,p} \) is the \( \ell \)th path delay that corresponds to the \( p \)th antenna, and \( z_p(t) \) is the precoded signal transmitted from the \( p \)th antenna. The antenna selection is performed by choosing the first path amplitude that minimizes the distance below as

\[
s := \arg \min_{1 \leq p \leq N_t} \left| \rho_{0,p} - \frac{\rho_T}{\nu + 1} \right| \tag{6.11}
\]

where \( s \) is the index of the chosen antenna, \( \rho_T = \sum_{p=1}^{N_T} \rho_{0,p} \) is the sum of the first path amplitudes for all transmit antennas, and \( \nu > 1 \) is a parameter to control the envelope variations. Using \( I(t) \) in (6.10), \( \{I_{k,i}\} \) are found as in (6.3), and (6.4) is modified as

\[
\tilde{I}_{k,i} = \frac{\sqrt{N_T} I_{k,i}}{\rho_T - \rho_{0,s}}, \quad i = 1, \ldots, N_b. \tag{6.12}
\]
Then, defining

\[ D_{k,i} := \tilde{a}_{k,i} + \tilde{I}_{k,i}, \quad (6.13) \]

\[ \gamma := \frac{(\rho_{0,s})}{(\rho_T - \rho_{0,s})}, \quad (6.14) \]

modulo-2\(\tilde{\mu}_A\)\(\gamma\) and modulo-2\(\tilde{\mu}_B\)\(\gamma\) operations are applied to the real and imaginary parts of \(D_{k,i}\), respectively, which leads to

\[ \kappa_{k,i} = \tilde{a}_{k,i} + \tilde{I}_{k,i} + \zeta_{k,i}2\tilde{\mu}_A\gamma + j\xi_{k,i}2\tilde{\mu}_B\gamma \quad (6.15) \]

where \(\zeta_{k,i}\) and \(\xi_{k,i}\) are integers such that \(\Re(\kappa_{k,i})\) and \(\Im(\kappa_{k,i})\) lie in the intervals \([-\tilde{\mu}_A\gamma, \tilde{\mu}_A\gamma]\) and \([-\tilde{\mu}_B\gamma, \tilde{\mu}_B\gamma]\), respectively. The \(\gamma\) ratio in (6.14) is the scaling factor that alleviates the envelope variations. Defining the residual signal as

\[ \kappa(t) := -\sum_{i=1}^{N_b} \kappa_{k,i}\phi_i(t - (k - 1)T), \quad (k - 1)T \leq t \leq kT, \quad (6.16) \]
the signal for ISI cancellation is obtained as $y(t, x^k_t) + \kappa(t)$ whose projection onto the orthonormal bases yields the complex coefficients, $(-\tilde{I}_{k,i} - \zeta_{k,i}2\tilde{\mu}A_i\gamma - j\xi_{k,i}2\tilde{\mu}B_i\gamma)$, for $i = 1, \ldots, N_b$. For further spectral efficiency, the residual signal, $\kappa(t)$, is low-pass filtered with negligible energy loss to form $\tilde{\kappa}(t)$.

As shown in Figure 6.1, the $s$th antenna chosen using (6.11) transmits the CPM signal as

$$z_s(t) = \frac{e^{-j\theta_{0,s}}}{\sqrt{N_T}} y(t, x^k_t), \quad (k-1)T \leq t \leq kT,$$

and, for $1 \leq p \leq N_T$ and $p \neq s$, the corresponding antennas transmit the signals for ISI cancellation as

$$z_p(t) = \frac{e^{-j\theta_{0,p}}}{\sqrt{N_T}} \left[ y(t, x^k_t) + \tilde{\kappa}(t) \right], \quad (k-1)T \leq t \leq kT$$

where $1/\sqrt{N_T}$ in (6.17) and (6.18) is for energy scaling. After applying matched filtering to the received signal as in (6.9), we obtain

$$r_{k,i} = \frac{\rho_{0,s}}{\sqrt{N_T}} \left[ \tilde{a}_{k,i} - \zeta_{k,i}2\tilde{\mu}A_i - j\xi_{k,i}2\tilde{\mu}B_i \right] + v_{k,i}.$$

Then, assuming that $\rho_{0,s}$ is available at the receiver, the real and imaginary parts of $\rho_{0,s}\tilde{a}_{k,i}/\sqrt{N_T}$ are found by applying modulo-$2\tilde{\mu}\rho_{0,s}A_i/\sqrt{N_T}$ and modulo-$2\tilde{\mu}\rho_{0,s}B_i/\sqrt{N_T}$ operations to those of $r_{k,i}$, respectively. When the minimum distance in (6.11) is close to zero, $\gamma$ is approximately equal to $1/\nu$. Then the residual component in (6.18) diminishes by increasing $\nu$, which also improves the spectral efficiency of the signal, as also shown in Section 6.3. However, as observed in (6.11), it is more probable to choose a deep fading first path coefficient as $\nu$ increases. Therefore, there is a tradeoff between the power efficiency of the system and the PAPR of the precoded signal in (6.18).

The transmitter sends the value of $\rho_{0,s}$ to the receiver for the estimation of $\{\tilde{a}_{k,i}\}$ in (6.19). For this purpose, $\rho_{0,s}$ is quantized by considering $V = 2^J$ decision levels,
where the step size is $\alpha = C/(V - 1)$ and $C$ is a positive constant that satisfies $\Pr(\rho_{0,s} > C) \approx 0$ given that $\rho_{0,s}$ is Rayleigh distributed. The quantized information is sent without any impact on the phase continuity and the constant envelope by using appropriate training symbols for CPM modulation. At the receiver, an ISI-free signal is obtained depending on the property that half of the $\mathcal{PM}^L$ tilted-phase CPM signals are the negative of the other half for even values of $\mathcal{P}$. Design of the training symbol sequence depends on the similarity of CPE to a recursive convolutional coder [6] where a length-$L_t$ tail sequence can be used to go from any state to the zero state in (2.19) or to the state in (2.20). The only difference of the latter state compared to the zero state is the value of $\tilde{\varphi}_k$. For simplicity, this state is referred as the ‘\pi state’ in the rest of this section. Denoting $N_c = \lceil \tau_{\text{max}}/T \rceil + 1$ where $\lceil \cdot \rceil$ is the ceiling operation, $\tau_{\text{max}}$ is the maximum delay among $\{\tau_{L_c-1,p}\}$, the length-$2(N_c + L_t)$ symbol sequences to represent $+1$ and $-1$ are

$$
\mathbf{p}_k^{k+2(N_c+L_t)-1} = \{\mathbf{Z}_{s_k} \mathbf{0}_1^{N_c} \mathbf{P}_{s(k+N_c+L_t)} \mathbf{0}_1^{N_c-1} X\}, \quad (6.20)
$$

$$
\mathbf{m}_k^{k+2(N_c+L_t)-1} = \{\mathbf{P}_{s_k} \mathbf{0}_1^{N_c} \mathbf{Z}_{s(1+N_c+L_t)} \mathbf{0}_1^{N_c-1} X\}, \quad (6.21)
$$

respectively, where $\mathbf{0}_1^{N_c}$ denotes an all-zero sequence with $N_c$ elements, $\mathbf{Z}_{s_k}$ and $\mathbf{P}_{s_k}$ are the length-$L_t$ tail sequences to go to the zero and $\pi$ states from the state $s_k$, respectively, and

$$
X = \arg \max_{1 \leq \bar{x} \leq M-1} \left[ \int_0^T \left| e^{j\pi hW(t)} - e^{j\pi h(4\bar{x}q(t)+W(t))} \right|^2 dt \right]. \quad (6.22)
$$

Using (2.14), $e^{j\pi hW(t)}$ and $e^{j\pi h(4\bar{x}q(t)+W(t))}$ in (6.22) are the unit-amplitude CPM waveforms generated on the interval $0 < t < T$ by the state transition where the initial state is zero and the transition symbols are 0 and $\bar{x}$, respectively. Then, assuming that $J = 3$, defining $L_s := N_c + L_t$, and starting at $k = 1$, a sample training sequence to convey the three-bit information, $\{b_1, b_2, b_3\} = \{+1, -1, +1\}$, can be represented by the waveform $y(t, t^{6L_s}_1)$, where

$$
\mathbf{t}_1^{6L_s} = \{\mathbf{p}_1^{2L_s} \mathbf{m}_{2L_s+1}^{4L_s} \mathbf{p}_{4L_s+1}^{6L_s}\}. \quad (6.23)
$$
All the antennas transmit the same training sequence such that

\[ z_p(t) = \frac{e^{-j\theta_{0,p}}}{\sqrt{N_T}} y(t, t_1^{6L_s}), \quad 0 \leq t \leq 6L_s T, \quad p = 1, \ldots, N_T. \]  

(6.24)

At the receiver, the ISI-free signal is obtained as

\[
\begin{align*}
&r(t + (2i - 1)L_s T - T) + r(t + 2iL_s T - T) = \frac{\rho_T}{\sqrt{N_T}} \left( e^{j\pi hW(t) + j\pi \delta(b_i+1)} + e^{j\pi h(4Xq(t) + W(t)) + j\pi \delta(b_i-1)} \right) + v(t + (2i - 1)L_s T - T) + v(t + 2iL_s T - T) \\
&\text{(6.25)}
\end{align*}
\]

where \( 0 \leq t \leq T, \ i = 1, 2, \ldots, J, \ \delta(\cdot) \) is the Kronecker delta function, \( e^{j\pi hW(t) + j\pi} \) and \( e^{j\pi h(4Xq(t) + W(t)) + j\pi} \) are the tilted-phase CPM waveforms generated by the state transitions where \( \pi \) state is the initial state and the transition symbols are 0 and \( X \), respectively, and \( b_i \in \{-1, +1\} \). Defining \( f(t) := e^{j\pi hW(t)} - e^{j\pi h(4Xq(t) + W(t))} \), the bit values and \( h_{0,s} \) are computed as

\[
\hat{b}_i = \text{sgn} \left\{ \int_0^T \left[ r(t + (2i - 1)L_s T - T) + r(t + 2iL_s T - T) \right] f^*(t) dt \right\}, 
\]

(6.26)

and

\[
\hat{h}_{0,s} = \alpha \sum_{i=1}^J \hat{b}_i 2^{i-1}, 
\]

(6.27)

respectively, where \( \tilde{b}_i = (\hat{b}_i + 1)/2 \). The duration of the training sequence to transmit a \( J \)-bit label is \( J2L_s \) symbol periods.

6.2. Analyses for the Error Performance and the Number of Antennas

6.2.1. Upper Bound on the Error Performance

When the modulo operations are applied to \( r_{k,i} \) in (6.19), errors are encountered especially due to deep fading on the first channel path and/or large noise power, caus-
ing a non-Gaussian observation noise in projection coefficient estimates and, therefore, deteriorating the system performance significantly. However, as the SNR increases and fewer coefficient estimates are affected by additive non-Gaussian noise at each symbol interval, more packets can be recovered without bit errors after CPM demodulation. Thus, modulo operation errors dominate the system performance and the average probability of having modulo operation errors at a symbol interval throughout a packet can be considered as an upper bound on the BER performance of the demodulator. Given the transmitted CPM burst and $\rho_{0,s}$, and considering the complex AWGN terms in (6.19), whose real and imaginary parts are mutually independent with zero mean and variance $N_0/2$, the average conditional probability of having modulo operation errors at a symbol interval is defined as

$$p_{me|\rho_{0,s},\tilde{a}} := \frac{1}{N} \sum_{k=1}^{N} p_{me|\rho_{0,s},\tilde{a}_k} \tag{6.28}$$

where

$$p_{me|\rho_{0,s},\tilde{a}_k} = 1 - \frac{1}{\pi N T N_0} \sum_{k=1}^{N} \prod_{i=1}^{N_b} \int_{-\rho_{0,s}\mu A_i}^{\rho_{0,s}\mu A_i} e^{-\frac{|u-\rho_{0,s}\mu \alpha_i(s_{k,i})|^2}{N T N_0}} du \int_{-\rho_{0,s}\mu B_i}^{\rho_{0,s}\mu B_i} e^{-\frac{|v-\rho_{0,s}\mu B_i|^2}{N T N_0}} dv \tag{6.29}$$

and $u$ and $v$ are the random variables to represent the real and imaginary parts of $\rho_{0,s}\tilde{a}_{k,i} + \sqrt{N T}v_{k,i}$, respectively. Then, the average probability of having a modulo operation error is

$$p_{me} = \int_{-\infty}^{\infty} \left( \sum_{\tilde{a}} p(\tilde{a}) p_{me|\rho_{0,s},\tilde{a}} \right) f(\rho_{0,s}) d\rho_{0,s} \tag{6.30}$$

where $p(\tilde{a})$ is the probability of having the projection coefficients $\tilde{a}$ of the corresponding CPM burst and $f(\rho_{0,s})$ denotes the probability density function (pdf) of $\rho_{0,s}$. Considering independent and identically distributed (i.i.d.) sequences of uniformly distributed $M$-ary symbols, $\{\tilde{x}_k\}_1^N$, and starting CPM modulation at a certain state such as the
zero state, \( p(\tilde{a}) = 1/M^N \) for all possible packets, and

\[
\sum_{\tilde{a}} p(\tilde{a}) p_{me|\rho_0,s,\tilde{a}} = \frac{1}{M^N} \sum_{\tilde{a}} p_{me|\rho_0,s,\tilde{a}}. \tag{6.31}
\]

Furthermore, because the \( NM^N \) waveforms generated by the aforementioned symbol sequences are distributed almost uniformly over \( PM^L \) possible tilted phase CPM waveforms,

\[
\frac{1}{M^N} \sum_{\tilde{a}} p_{me|\rho_0,s,\tilde{a}} \approx \frac{1}{PM^L} \sum_{m=1}^{PM^L} p_{me|\rho_0,s,\lambda_m} \tag{6.32}
\]

where

\[
p_{me|\rho_0,s,\lambda_m} = 1 - \frac{1}{\pi N_T N_0} \prod_{i=1}^{N_b} \int_{-\rho_0,s \tilde{\mu}_A_i}^{\rho_0,s \tilde{\mu}_A_i} e^{-\frac{|u-\rho_{0,s}^2 m(\lambda_{m,i})|^2}{N_T N_0}} du \int_{-\rho_0,s \tilde{\mu}_B_i}^{\rho_0,s \tilde{\mu}_B_i} e^{-\frac{|v-\rho_{0,s}^2 m(\lambda_{m,i})|^2}{N_T N_0}} dv. \tag{6.33}
\]

Then, from (6.30)-(6.32),

\[
p_{me} \approx \frac{1}{PM^L} \int_{-\infty}^{\infty} \left( \sum_{m=1}^{PM^L} p_{me|\rho_0,s,\lambda_m} \right) f(\rho_0,s) d\rho_0,s. \tag{6.34}
\]

When the minimum distance in (6.11) is zero, the first fading path amplitude for the selected antenna is found as

\[
\rho_{0,s} = \frac{\rho_T}{\nu + 1} = \frac{\sum_{p=1}^{N_T} \rho_{0,p}}{\nu + 1} \tag{6.35}
\]

where \( \{\rho_{0,p}\} \) are i.i.d. Rayleigh random variables with variance \((2 - \pi/2)\sigma_R^2\). In [71], an accurate closed-form pdf approximation for the sum of \( N_T \) i.i.d. Rayleigh random variables with variance \((2 - \pi/2)\) is given as

\[
f_{N_T}(\varepsilon) = \frac{\epsilon^{2N_T-1} e^{-\epsilon^2/(2b)}}{2^{N_T-1} b N_T (N_T - 1)!} \frac{((\varepsilon - a_2)^{2N_T-2} e^{a_1(\varepsilon - a_2)^2/(2b)} (2N_T \varepsilon - a_2) - a_1 \varepsilon (\varepsilon - a_2)^2)}{2^{N_T-1} b (b/a_1)^{N_T} (N_T - 1)!} \times a_0 \times \left[ b(2N_T \varepsilon - a_2) - a_1 \varepsilon (\varepsilon - a_2)^2 \right] \tag{6.36}
\]
with

\[ \varepsilon = \rho / \sqrt{N_T} \]  

(6.37)

where \( \rho \) is the sum of the random variables. The values of the coefficients \( b, a_0, a_1, \) and \( a_2 \) change by the number of random variables in the sum, and they are computed in [71] for a wide range of \( N_T \) values. Using the pdf in (6.36), \( p_{me} \) can be numerically computed as

\[ p_{me} \approx \frac{1}{\mathcal{P}_M L} \int_{-\infty}^{\infty} \left( \sum_{m=1}^{\mathcal{P}_M L} p_{me|m, \lambda_m} \right) f_{N_T}(\varepsilon) d\varepsilon \]  

(6.38)

where it can be found that \( \rho_{0,s} = \sigma_R \sqrt{N_T} \varepsilon/(\nu + 1) \) by using the expressions in (6.35) and (6.37).

6.2.2. Analysis for the Number of Antennas

The precoding scheme has to maintain small envelope variations for the spectral efficiency as described in Section 6.1. For limiting the envelope variations successfully, the minimum distance in (6.11) needs to be as small as possible so that the \( \gamma \) values in (6.14) are not much larger than \( 1/\nu \). For a given value of \( \nu \), the mean of the normalized minimum distance, \( \bar{D} := \frac{|\rho_{0,s} - \rho_T/(\nu + 1)|}{\rho_T/(\nu + 1)} \), can be used as an information measure to be evaluated for different \( N_T \) values, where \( \rho_T = \sum_{p=1}^{N_T} \rho_{0,p} \) as defined in Section 6.1. In this way, the number of transmit antennas yielding the minimum mean value and, thus, the most accurate \( \gamma \) ratios can be determined. Using (6.11), the mean of \( D \) is computed as

\[ \mathbb{E}\{D\} := \bar{D} = \int_{\rho_{0,N_T} = 0}^{\infty} \ldots \int_{\rho_{0,1} = 0}^{\infty} \min_{1 \leq p \leq N_t} \left| \rho_{0,p} - \rho_T/(\nu + 1) \right| \rho_T/(\nu + 1) \]  

\[ f(\rho_{0,1}|\sigma) \ldots f(\rho_{0,N_T}|\sigma) \]  

\[ d\rho_{0,1} \ldots d\rho_{0,N_T} \]  

(6.39)

where first fading path amplitudes with powers \( \sigma^2 \) are assumed to be i.i.d. Rayleigh random variables and \( f(\xi|\sigma) = (\xi/\sigma^2)e^{-\xi^2/2\sigma^2} \). Then, using (6.39), \( \bar{D} \) can be numer-
ically computed for different $N_T$ values and the number of antennas that results in the minimum $\bar{D}$ value can be determined. However, the computation of $\bar{D}$ becomes impractical as $N_T$ increases depending on the complexity of the integration operations in (6.39). By simulating large enough number of samples and assuming a stationary ergodic process, an accurate average can be used instead of (6.39). Then, considering samples from the aforementioned Rayleigh distribution and denoting $\rho_{0,p,i}$ and $\rho_{T,i}$ as the $i$th sample for the $p$th first path amplitude and the sum of $i$th samples for $N_T$ first path amplitudes, respectively, it can be concluded that

$$\lim_{m \to \infty} \frac{1}{m} \sum_{i=0}^{m} \min_{1 \leq p \leq N_i} \left| \rho_{0,p,i} - \rho_{T,i} / (\nu + 1) \right| / \rho_{T,i} / (\nu + 1) = \bar{D}. \quad (6.40)$$

For small values of $N_T$, results obtained from (6.39) and (6.40) are also shown to be consistent in Section 6.3.

6.3. Simulations

The modulation scheme used in the simulations is 4-ary 3RC CPM with $h = 1/2$ [2]. Three pulses are used for nSnOEE where the optimized set of frequencies is found as $\{0.25/T, 0.95/T, 1/T\}$ in [57]. The precoding parameter $\hat{\mu}$ is set as 1.5. Prior to the CPE block, the data bits are encoded according to a rate-1/2 convolutional code with generator polynomial $(7, 5)_8$. Then, the code bits are interleaved randomly. The duration of the packets is $N = 256$ symbol periods. The first path amplitude is estimated by appending a training sequence to each packet, where $J = 12$. In the simulations, continuous time-varying channel coefficients are such that $h_{\ell,p}(t) = h_{\ell,p}^r(t) + jh_{\ell,p}^i(t)$ where $h_{\ell,p}^r(t)$ and $h_{\ell,p}^i(t)$ are zero-mean Gaussian random variables, $E[h_{\ell,p}^r(t)h_{\ell,p}^r(t + \tau)] = 0$, $E[h_{\ell,p}^r(t)h_{\ell,p}^i(t + \tau)] = E[h_{\ell,p}^i(t)h_{\ell,p}^i(t + \tau)] = \sigma_{\ell,p}^2 J_0(2\pi f_m \tau)/2$, with $J_0(.)$ being the zeroth order Bessel function of the first kind, $f_m$ being the maximum Doppler shift, and $\sigma_{\ell,p}^2$ being the power corresponding to $\ell$th path of the $p$th antenna. Furthermore $E[h_{\ell,p}(t)h_{\ell',p'}(t + \tau)] = 0$ if $\ell \neq \ell'$ and/or $p \neq p'$. The performance of the pre-equalizer is compared to that of the FDE in [22], which considers a single antenna at the transmitter and uses the aforementioned orthogonal bases for matched filtering at the receiver.
Because FDE in [22] assumes symbol-spaced multipath channels, the channel delays for the precoder are also chosen as \( \tau_{t,p} = \ell T \), where the power of the path coefficients are \( \sigma_{\ell,p}^2 = e^{-\ell T/T} = e^{-\ell} \). The pre-equalization performance is also compared to that of the coded CPM in the presence of AWGN channel where a single antenna is deployed at the transmitter and the CPM demodulator is followed by the convolutional decoder at the receiver, without any equalization block at the front-end. For both the pre-equalizer and FDE, the number of channel taps is \( L_c = 5 \). During these simulations, Doppler spread is set as \( f_{m} t_f = 0.001 \) where \( t_f \) is the duration of a packet with the training sequence. For the pre-equalizer, it is shown that the BER performance after CPM demodulation is upper bounded well by (6.38) for different system and channel parameters. The precoding performance is also observed with randomly spaced channel taps, where \( L_c = 20 \), \( \tau_{0,p} = 0 \) and \( \tau_{t,p}, \ell = 1, \ldots, L_c - 1 \), are uniformly distributed over \([T, 4T]\) for the \( p \)th antenna, the power of the path coefficients are \( \sigma_{\ell,p}^2 = e^{-\tau_{t,p}/T} \). In addition to \( f_{m} t_f = 0.001 \), scenarios with \( f_{m} t_f = 0.005 \) and \( f_{m} t_f = 0.0005 \) are evaluated to observe the system behavior in faster and slower varying multipath fading channels. It is possible to obtain further performance gain by employing turbo decoding between CPM demodulator and the channel decoder, as also depicted by the simulation results.

| \( N_T \) = 1 | \( \nu = 2 \) | \( \nu = 3 \) | \( \nu = 5 \)
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>( \bar{\sigma}^2_{\varepsilon} ) (dB)</td>
<td>-8.4</td>
<td>-10.1</td>
</tr>
</tbody>
</table>

Table 6.1. Envelope Variations for the Precoded CPM

Table 6.1 gives the envelope variations (in decibels) of the precoded signal, \( y(t, x_k^t) + \kappa(t) \), for different values of \( \nu \) and the signal in (6.7). The variation is defined as \( \bar{\sigma}^2_{\varepsilon} := \sum_{i=1}^{N_s} |x_i - x_{i-1}|^2 / N_s \) where the sampling rate, \( N_s \), is 64 samples/symbol, \( x_i \) is the magnitude at the \( i \)th sampling point, and the precoded signal is normalized to have unit average envelope magnitude. As shown in Table 6.1, envelope variations are reduced by increasing \( \nu \). For \( \nu = 2, 3, \) and 5, it is found that approximately 99% of the precoded signal energies are concentrated in the frequency intervals \([-2.5/T, 2.5/T], [-2/T, 2T], \) and \([-1.25/T, 1.25/T] \), respectively. Therefore, there is no significant energy loss by applying low-pass filtering to the residual part of the precoded signal. For filtering,
a square-root raised cosine pulse is employed where the roll-off factor is 0.25 and the

![Figure 6.2. Power spectra for the original and the precoded CPM signals](image)

main lobe width is set appropriately according to the bandwidth requirements of each case. The envelope variations are huge for the single antenna scenario. In Figure 6.2, power spectra of the precoded signals in (6.18) and (6.7) are compared to the spectrum of the original CPM signal by averaging the squared magnitude of the discrete Fourier transform of different packets [2]. Considering the $k$th symbol interval and the $i$th orthonormal basis function, the residual component in (6.16) corresponds to a square waveform with complex gain, $-\kappa_{k,i}$, that is multiplied by the complex exponentials in (2.9). The Fourier transform of this waveform is equivalent to the superposition of sinc pulses that are shifted in the frequency domain by $\{f_k\}$ in (2.9), respectively. Therefore, the power spectra for the precoded signals are asymmetric. The spectrum for $\nu = 5$ is almost the same as the spectrum of the original CPM signal. Decreasing $\nu$ results in bandwidth expansion but it becomes less likely to choose a deep fading first path coefficient as (6.11) yields. Therefore, there is a trade-off between the performance and the bandwidth requirements. Furthermore, it is also possible to avoid deep fading by increasing the number of transmit antennas while keeping $\nu$ constant.
and maintaining the spectral efficiency. When the transmit selection diversity is not used ($N_T = 1$), bandwidth efficiency deteriorates.

It is also possible to avoid deep fading by deploying more transmit antennas (which results in larger $\rho_T$). However, the distance in (6.11) needs to be small enough to maintain the spectral efficiency while increasing the number of antennas, as described in Section 6.2.2. In Figure 6.3, change of $\bar{D}$ while increasing $N_T$ is depicted with $\nu$ being equal to 3 and 5. Depending on the complexity issues, (6.40) is employed by simulating one million samples for each antenna. Simulation results are consistent with the numerical results found by (6.39) for up to six transmit antennas. As shown in Figure 6.3, small $\bar{D}$ values must be considered to maintain the spectral efficiency while determining the number of antennas.

Figure 6.3. Distance $\bar{D}$ versus $N_t$ for $\nu = 3$ and 5
In Figure 6.4, BER performance of the pre-equalizer is illustrated for different values of $N_T$ and $\nu$ and is also compared to that of no ISI case and FDE. Both the pre-equalizer with $\nu = 3$ and $N_T = 8$ and the FDE go below $BER = 1 \times 10^{-5}$ at the same $E_b/N_0$ value. However, signal bandwidth is almost extended twice, whereas eight times more transmit antennas are deployed for pre-equalization. When $\nu = 5$, the performance gap between the pre-equalizer and FDE is about 6.5 dB and 3 dB at $BER = 1 \times 10^{-5}$ for $N_T = 6$ and $N_T = 8$, respectively, while the gap is around 15 dB at $BER = 1 \times 10^{-3}$ for $N_T = 4$. The spectral efficiency is almost as same as the original CPM signal as shown in Figure 6.2.
Figure 6.5. BER performance of the CPM demodulator and the upper bound, \( p_{me} \), for \( N_T = 6 \)

Figure 6.6. BER performance of the CPM demodulator and the upper bound, \( p_{me} \), for \( \nu = 5 \)

Performance-bandwidth and performance-spatial diversity trade-offs can also be
observed analytically by exploiting $p_{me}$ in (6.38). By setting the number of transmit antennas as $N_T = 6$, $p_{me}$ and BER performance after CPM demodulation are compared for different bandwidth scenarios in Figure 6.5, where $p_{me}$ is consistent with the system behavior and acts as an upper bound on the BER performance, as described in Section 6.2.1. Moreover, in Figure 6.6, $p_{me}$ and BER performance after CPM demodulation are compared for different number of transmit antennas, where $\nu = 5$. During the simulations to obtain the BER performance for the CPM demodulator, $\rho_{0,s}$ is assumed to be estimated perfectly and no low-pass filtering is applied to the residual signal to satisfy the same assumptions while deriving (6.38). Both simulation scenarios justify that the system performance depends on the modulo operation errors and $p_{me}$ can be used to understand the system behavior for different pre-equalizer and channel parameters. For $N_T = 4$, $p_{me}$ is not exactly an upper bound on the BER curves. This

![Figure 6.7. BER for different maximum Doppler spread ($f_m$) values, where $N_T = 6$, $\nu = 5$, and $L_c = 20$](image)

is because the derivation of $p_{me}$ considers that the minimum distance in (6.11) is zero.
However, as shown in Figure 6.3, $D$ value is greater for $N_T = 4$ than those for $N_T = 6$ and $N_T = 8$, respectively. Thus, because of larger deviations, it is more probable to choose a deep fading first path and to encounter modulo operation errors (which result in bit errors) compared to the theoretical results.

In Figure 6.7, the BER performance is also illustrated for different values of the maximum Doppler spread, $f_m$, where the aforementioned 20-tap multipath channels are considered with $N_T = 6$ and $\nu = 5$. The performance at $f_m t_f = 0.001$ is almost the same compared to the case where $f_m t_f = 0.0005$. An error floor is observed at $f_m t_f = 0.005$. For coded CPM, further gain is observed by performing iterations between the CPM demodulator and the channel decoder, which are both implemented by the BCJR algorithm [9]. In Figure 6.8, the frame error rate (FER) is shown for 20-tap multipath channels with $f_m t_f = 0.001$, $N_T = 6$ and $\nu = 5$, rather than the BER performance. FER is preferred for better presentation purposes since the modulo

![Figure 6.8. Turbo performance for $f_m t_f = 0.001$, $N_T = 6$, $\nu = 5$, and $L_c = 20$](image-url)
operation errors result in non-Gaussian noise at lower SNRs, which makes the BER values increase after each iteration due to the incorrect modelling of the additive noise.
7. CONCLUSIONS

In this dissertation, advanced transceiver designs are introduced for CPM on multipath fading channels by applying novel iterative and space-time methods. To reduce the detection complexity while attaining near-optimal performance, turbo receivers using soft-information-aided linear TDE and FDE filters are proposed for bit-interleaved coded CPM in Chapter 3 and 4, respectively. Then a ST block coding scheme is proposed in Chapter 5 to improve the performance of the turbo FDE. In Chapter 6, a ST pre-equalizer is proposed to mitigate the ISI effects of the multipath channel at the transmitter to remove the equalization functions at the receiver.

The low-complexity turbo receiver in Chapter 3 consists of a SIC/MMSE TDE at its front-end, and SISO demodulator and channel decoder blocks at its back-end. Doubly-iterative processing overcomes the performance degradation resulting from the suboptimality of the receiver. Performing a few BITs after each FIT, a priori information for the equalizer is improved, and faster convergence to low bit error rates is attained with less complexity. This behavior is also observed by EXIT chart analysis. Contrary to the CED methods, the proposed receiver does not result in very large super trellises with exponentially increasing number of states, which happens with longer channel length or higher modulation memory.

In Chapter 4, the doubly-iterative receiver with a SISO frequency-domain MMSE equalizer at the front-end is proposed for CPM with higher performance and less complexity than its counterparts also employing linear equalizers, such as the doubly-iterative receiver with TDE in Chapter 4 and TLE in [23] using a BFDE filter. For the application of the FDE, a cyclic guard interval is appended to the transmitted block by maintaining the phase continuity of CPM with each block and between the consecutive blocks. The convergence behavior of the proposed receiver is determined by EXIT chart analysis as in Chapter 3. Effectiveness of the new receiver is presented with comparisons in terms of the overall computational complexity and the BER simulations.
By proposing an orthogonal ST block coding scheme for CPM in Chapter 5 which is combined with FDE at the receiver, significant diversity gain is obtained. The proposed scheme is applied by maintaining the phase continuity of CPM where the orthogonality allows the application of FDE as in case of single antenna transmissions. By deploying only two transmit antennas, the proposed scheme combined with the turbo FDE in Chapter 4 results in even better performance than a turbo receiver using an optimal trellis-based CED module with high complexity and a back-end channel decoder.

In Chapter 6, a ST pre-equalization method is proposed for CPM that maintains the spectral efficiency with small envelope variations by using a transmit selection diversity scheme. As shown in the simulations, achieving a narrow spectrum deteriorates the power efficiency of the system. However, it is possible to improve the system performance by increasing the number of transmit antennas while preserving the spectral efficiency. The theoretical results for the error performance are also consistent with the simulation results. Despite its spatial complexity at the transmitter, the proposed method provides simplification at the receiver by removing the channel estimation and equalization functions. Only channel information to be estimated is the amplitude of a single channel path which is found by using a training sequence.

In this dissertation, perfect CSI is assumed to be available at either the transmitter or receiver. For future research work, the proposed designs for CPM offer a framework that can be extended to implement turbo receiver algorithms with a front-end channel estimator as well as adaptive turbo equalization algorithms without channel estimation functions. Furthermore, the multipath fading channel is assumed to be time-invariant throughout a transmitted block. Inspired by the work for the MMSE equalization of orthogonal frequency-division multiplexing in time-varying fading channels in [72]-[74], new turbo FDE designs for CPM that can operate under time-varying fading channels can be introduced.
APPENDIX A: MEAN CPM SIGNALS BASED ON BIT PROBABILITIES

The a priori information for the SIC/MMSE equalization in Chapters 3 and 4 is not computed using the extrinsic information for the encoded bits produced by the demodulator over the CPM trellis because of the following reason.

In [48], the binary CPM signal is represented as the superposition of $N_p = 2^{L-1}$ PAM waveforms as

$$c(t, x_1^N) = \sum_{n=1}^{N} \sum_{i=0}^{N_p-1} d_{n,i} D_i(t - (n - 1)T)$$ (A.1)

with

$$d_{n,i} = e^{j\pi\left(\sum_{k=1}^{n} x_k - \sum_{k=1}^{L-1} x_{n-k}\epsilon_{i,k}\right)}$$ (A.2)

where $x_k$ are the input bits and $\epsilon_{i,k} \in \{0, 1\}$ are computed as in (2.8). Thus, $E[d_{n,i}]$ needs to be computed to find $E[c(t)]$. Using (A.2) and assuming independent bits,

$$E[d_{n,i}] = \prod_{k=1}^{n} E[e^{j\pi x_k}] \prod_{k=1}^{L-1} E[e^{-j\pi x_{n-k}\epsilon_{i,k}}].$$ (A.3)

It is obvious that

$$|E[e^{j\pi x_k}]| \leq E[|e^{j\pi x_k}|] = 1.$$ (A.4)

Then, the magnitude of the complex mean $E[e^{j\pi x_k}]$ will be less than one unless $P(x_k = +1) = 1$ or $P(x_k = -1) = 1$. Thus, the magnitude of (A.3) goes to zero as $n$ increases. Since the MMSE equalizer is fed with zero mean values, and no SIC operation takes place, turbo processing is not possible unless the probabilities for the encoded bits are very close to one.
Here only binary CPM is considered for simplicity in the presentation. However, the result above can also be extended for $M$-ary CPM by using the PAM decomposition in [52] and following the same steps.
APPENDIX B: MMSE FILTER COEFFICIENTS FOR SIC/FDE

The optimum FDE filter coefficients minimizes the MSE cost function in (4.8) which is equivalent to

\[
J_{\text{MSE}}(W) = E \left[ C_k - W_k \tilde{H}_k C_k - W_k V_k + W_k \tilde{H}_k \bar{C}_k - \mu \tilde{C}_k \right]^2,
\]

where \( \bar{C}_k = E[C_k] \). The MMSE solution is found as

\[
W_k = \frac{\tilde{H}_k^* \left( E[|C_k|^2] - |C_k|^2 + |C_k|^2/\bar{N} - |C_k|^2 \sum_{\ell=0}^{\bar{N}-1} W_\ell \tilde{H}_\ell / \bar{N}^2 \right)}{|\tilde{H}_k|^2 \left( E[|C_k|^2] - |C_k|^2 \right) + E[|V_k|^2]}.
\]

(B.1)

Using the definition for \( \mu \) in (4.6), (B.2) simplifies to

\[
W_k = \frac{\tilde{H}_k^* \left( E[|C_k|^2] - |\bar{C}_k|^2 + (1 - \mu) |\bar{C}_k|^2 / \bar{N} \right)}{|\tilde{H}_k|^2 \left( E[|C_k|^2] - |\bar{C}_k|^2 \right) + \bar{N} \sigma_v^2}.
\]

(B.3)

where \( E[|V_k|^2] \) is replaced by \( \bar{N} \sigma_v^2 \). Then the optimum FDE filter coefficients are computed by finding the joint solution of (4.6) and (B.3) for \( \mu \) together and inserting the result into (B.3). Because \{\bar{C}_k\} and \( E[|C_k|^2] \) change as new signal probabilities are delivered from the demodulator, the filter coefficients need to be updated at each equalizer iteration. To simplify the receiver, the FDE coefficients can be computed under ZAI and FAI assumptions by setting \( \bar{C}_k = 0 \) and \( \bar{C}_k = C_k \), respectively. For ZAI case, (B.3) leads to

\[
W_k^{\text{ZAI}} = \frac{E[|C_k|^2] |\tilde{H}_k|^2}{E[|C_k|^2] |\tilde{H}_k|^2 + \bar{N} \sigma_v^2}.
\]

(B.4)
For FAI scenario, \(|\tilde{C}_k|^2\) is replaced by \(E[|C_k|^2]\) since it is assumed that \(\tilde{C}_k = C_k\), and (B.3) simplifies to

\[
W_k^{FAI} = \frac{(1 - \mu)E[|C_k|^2]|\hat{H}_k^*|}{\tilde{N}^2 \sigma_v^2}.
\]  

(B.5)

The joint solution of (4.6) and (B.5) for \(\mu\) results in

\[
\mu = 1 - \frac{\tilde{N}^3 \sigma_v^2}{\tilde{N}^3 \sigma_v^2 + \sum_{\ell=0}^{N-1} E[|C_\ell|^2]|\hat{H}_\ell|^2}.
\]  

(B.6)

Inserting the solution in (B.6) into (B.5) leads to

\[
W_k^{FAI} = \frac{E[|C_k|^2]|\hat{H}_k^*|}{\tilde{N}^2 \sigma_v^2 + \sum_{\ell=0}^{N-1} E[|C_\ell|^2]|\hat{H}_\ell|^2 / \tilde{N}}.
\]  

(B.7)

For simplicity, \(E[|C_k|^2]\) terms in (B.4) and (B.7) can be replaced by the average

\[
\frac{1}{\tilde{N}} \sum_{k=0}^{\tilde{N}-1} |C_k|^2 = \frac{1}{\tilde{N}} \sum_{k=0}^{\tilde{N}-1} \sum_{n=0}^{\tilde{N}-1} \sum_{\ell=0}^{\tilde{N}-1} c_n c_\ell^* e^{-j2\pi(n-\ell)k/\tilde{N}} = \tilde{N},
\]  

which is independent of the index \(k\) and obtained through the symmetry of the DFT operation and the unit-amplitude CPM signals. After the replacement, it is found that

\[
W_k^{ZAI} = \frac{|\hat{H}_k^*|}{\sigma_v^2 + |\hat{H}_k|^2},
\]  

(B.9)

\[
W_k^{FAI} = \frac{|\tilde{N}\sigma_v^2 + (1/\tilde{N}) \sum_{\ell=0}^{\tilde{N}-1} |\hat{H}_\ell|^2 |\hat{H}_k^*|}{\tilde{N}^2 \sigma_v^2 + \sum_{\ell=0}^{N-1} E[|C_\ell|^2]|\hat{H}_\ell|^2}.
\]  

(B.10)
APPENDIX C: TIME-REVERSED CPM SIGNALS

Reversing the baseband CPM signal in (2.1) in time on the interval $0 \leq t \leq NT$ yields

$$\dot{c}(t) := c(NT - t, x_N^N) = e^{j\varphi(NT-t,x_N^N)}.$$  \hfill (C.1)

To produce $\dot{c}(t)$ in (C.1), the real-time CPM signal must be stored at the transmitter before the time reversal. However, given the modulating symbol sequence $x_N^N$, it is possible to modify the phase modulation procedure in (2.2) to obtain $\dot{c}(t)$ without storing and reversing $c(t,x_N^N)$. Defining the new symbol sequence as $\dot{x}_N^N := x_{N+1-N}^1$ such that $\dot{x}_\ell = x_{N+1-\ell}$ for $\ell = 1, \ldots, N$,

$$\vartheta(t, \dot{x}_N^k) = \vartheta_k + \vartheta_L(t, \dot{x}_N^{k-1+L}), \quad (k-1)T < t < kT$$  \hfill (C.2)

with

$$\vartheta_k = \vartheta_{k-1} - \pi h \dot{x}_{k-1+L},$$  \hfill (C.3)

$$\vartheta_L(t, \dot{x}_N^{k-1+L}) = 2\pi h \sum_{i=k}^{k-1+L} \dot{x}_i \dot{q}(t - iT + LT),$$  \hfill (C.4)

for $k = 1, \ldots, N$, where $\dot{q}(t) = q(LT - t)$ and $\vartheta_k$ is initialized as $\vartheta_1 = \pi h \sum_{\ell=L+1}^N \dot{x}_\ell$. Using the continuous phase function in (C.2), the time-reversed CPM signal can be generated as

$$\dot{c}(t) = e^{j\vartheta(t,\dot{x}_N^k)}, \quad (k-1)T < t < kT.$$  \hfill (C.5)

The tilted-phase CPM signal after the time reversal can also be obtained by using the relation in (2.14) as

$$\ddot{y}(t) = \dot{c}(t)e^{j\pi h(M-1)(NT-t)/T} = e^{j\ddot{\vartheta}(t,\dot{x}_N^k)}$$  \hfill (C.6)
for \((k - 1)T \leq t \leq kT\). Similar to (C.2)-(C.4), the tilted phase \(\tilde{\vartheta}(t, \tilde{x}^k_1)\) can be represented as

\[
\tilde{\vartheta}(t, \tilde{x}^k_1) = \tilde{\vartheta}_k + \tilde{\vartheta}_L(t, \tilde{x}^{k-1+L}_k) + \pi h \tilde{W}(t - (k - 1)T), \quad (k - 1)T < t < kT \quad (C.7)
\]

with

\[
\tilde{\vartheta}_k = \tilde{\vartheta}_{k-1} - 2\pi h \tilde{x}_{k-1+L}, \quad (C.8)
\]

\[
\tilde{\vartheta}_L(t, \tilde{x}^{k-1+L}_k) = 4\pi h \sum_{i=k}^{k-1+L} \tilde{x}_i \tilde{q}(t - iT + LT), \quad (C.9)
\]

and \(\tilde{W}(t) = \tilde{W}(T - t)\), for \(k = 1, \ldots, N\), where \(\tilde{x}_\ell = (\tilde{x}_\ell + M - 1)/2\) and \(\tilde{\vartheta}_k\) is initialized as \(\tilde{\vartheta}_1 = 2\pi h \sum_{\ell=L+1}^{N} \tilde{x}_\ell\).
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